
 Outline

Critical Issues Concerning CDM on Small Scales 
(Dwarf Galaxies)  

Solutions based on Astrophysical Processes 
                      vs
Solutions based on Warm Dark Matter
(candidates with mass mX~keV)

Some properties of WDM galaxy formation

Constraining the Warm Dark Matter particle mass:
getting rid of uncertainties due to 
modelling of astrophysical processes

Warm DM vs. Cold DM Scenario for the formation of 
Cosmic Structures

N. Menci
Osservatorio Astronomico di Roma - INAF

 Outline

Evidences for DM
- rotation curves
- galaxy clusters 
- growth of perturbatios from CMB
- concordance cosmology

The Impact of the mass DM particles  on the formation 
of cosmic structues

Galaxy Formation in Cold Dark Matter:
The small-scale crisis

Galaxy Formation in Warm Dark Matter scenarios
 
Comparing  WDM constraints from galaxy formation 
with other bounds 

Dark Matter: Galaxy Formation, Small Scale Crisis, and  WDM 
N. Menci

Osservatorio Astronomico di Roma - INAF
Lovell et al. 2012



DARK MATTER 
and 

STRUCTURE FORMATION



� =
�⇢

⇢

P (k) =
1

V
h|�k|2i

p(�k) =
1p

2⇡ �k

e
�2k

2 �2
k

�2
M =

1

(2⇡)3 V

Z M$k

dk k2 P (k)

�2
M $ P (k)

R=2π/k
M =

4⇡

3
⇢R3

h�2M i = �2(M) g(t)

Cosmic Structures form from the collapse of overdense regions in the DM primordial density 
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The Variance of the perturbation field

Cold Dark Matter
non relativistic at decoupling

no dissipation down to small scales < 106 M⊙

Variance is an ever-increasing inverse function 
of the mass scale.

Huge number of small-scale structures 
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Lighter and faster Dark Matter particles 
stream out of density perturbations
CDM: the free streaming length is much 
smaller than any scale involved in galaxy 
formation (≪Mpc)

Half Mode mass

adapted from Schnedider et al. 2012



Dissipation, free-streaming scale
Lovell et al. 2012
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Dissipation, free-streaming scale
Lovell et al. 2012

Compared to CDM, in WDM 
models the abundance of low-mass
structures is suppressed below the 
half mode mass

Half Mode mass

adapted from Schnedider et al. 2012
Lovell et al. 2012
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Critical Issues

Overabundance of low-mass objects

i)  abundance of satellite DM haloes
ii)  density profiles
iii) abundance of faint galaxies
iv) the M*-Mhalo relation
v) star formation histories of satellites

1) Dependence on specific theoretical model
2) Dependence on star formation and feedback effects
3) Solutions in WDM scenario

(concerning structure formation)
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Critical Issues

Overabundance of low-mass objects

i)  abundance of satellite DM haloes
ii)  density profiles
iii) abundance of faint galaxies
iv) the M*-Mhalo relation
v) star formation histories of satellites

Via Lactea simulation of a Milky Way - 
like galaxy Diemand et al. 2008

Abundance of satellites

Moore et al. 1999

 Kravtsov Gnedin Klypin 2004

Abundance of satellites

CDM Substructure in simulated cluster and 
galaxy haloes look similar. 

Expected number of satellites in Milky Way- like 
galaxies in CDM largely exceeds the observed 
abundance. 

Via Lactea simulation of a Milky Way - like galaxy  
Diemand et al. 2008

Kravtsov, Klypin, Gnedin 2004
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Critical Issues

Overabundance of low-mass objects

i)  abundance of satellite DM haloes
ii)  density profiles
iii) abundance of faint galaxies
iv) the M*-Mhalo relation
v) star formation histories of satellites

Most observed dwarf galaxies consist of a rotating stellar disk2 embedded in a 
massive dark-matter halo with a near-constant-density core. Models based on the 
dominance of CDM, however, invariably form galaxies with dense spheroidal 
stellar bulges and steep central dark-matter profiles, because low-angular-
momentum baryons and dark matter sink to the centres of galaxies through 
accretion and repeated mergers. 

Moore et al. 2002 Effect of a Cutoff on Power 
Spectrum for r<8 Mpc

Bulgeless dwarf galaxies and dark matter cores

Moore et al. 2002

Most observed dwarf galaxies consist of a rotating 
stellar disk embedded in a massive dark-matter halo 
with a near-constant-density core. Models based on the 
dominance of CDM, however, invariably form galaxies 
with dense spheroidal stellar bulges and steep central 
dark-matter profiles, because low-angular- momentum 
baryons and dark matter sink to the centres of galaxies 
through accretion and repeated mergers.

Most observed dwarf galaxies consist of a rotating stellar disk2 embedded in a 
massive dark-matter halo with a near-constant-density core. Models based on the 
dominance of CDM, however, invariably form galaxies with dense spheroidal 
stellar bulges and steep central dark-matter profiles, because low-angular-
momentum baryons and dark matter sink to the centres of galaxies through 
accretion and repeated mergers. 

Moore et al. 2002 Effect of a Cutoff on Power 
Spectrum for r<8 Mpc

Bulgeless dwarf galaxies and dark matter cores



SOLUTIONS BASED
ON REFINED MODELING 

OF ASTROPHYSICAL PROCESSES
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The Origin of the problem and a 1st order solution

The DM halo Mass function has a steep log slope
N~M-1.8

While the Observed Galaxy Luminosity Function 
has a much flattter slope N~L-1.2

Possible Solution
Suppress luminosity (star formation) in low-mass haloes
Heat - Expell Gas from shallow potential wells
- Enhanced SN feedback 
- UV background

ESN ⇡ 1051⌘IMF�M⇤

Il feedback e’ all’origine della inefficienza della formazione stellare in aloni di  

piccola massa. 
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The origin of the problem:
The CDM halo Mass function has a steep log slope N~M-1.8

While the Observed Galaxy Luminosity Function 
has a much flattter slope N~L-1.2

A Possible Solution: 
Suppress luminosity (star formation) in low-mass haloes L/M~Mβ    β=1-3
Heat - Expell Gas from shallow potential wells
- Enhanced SN feedback 
- UV background
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ESN ⇡ 1051 ⌘0⌘IMF �M⇤erg/s

MSN ⇠ 1010 M�

At Z=0 the mass scale at which 
SN can effectively espell gas from 

DM potential wells

Vogelsberger et al. 2014

The DM-Feedback Degeneracy
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Galaxy Formation in a Cosmological Context
relating gas and star formation to the evolution of DM halos

Hydrodynamcal 
N-body simulations 
Pros
include hydrodynamics of gas
contain spatial information
Cons
numerically expensive
(limited exploration of parameter space)
requires sub-grid physics

Semi-Analytic Models
Monte-Carlo realization of 
collapse and merging histories
Pros
Physics of baryons linked to DM halos 
through scaling laws, allows a fast spanning 
of parameter space
Cons
Simplified description of gas physics 
Do not contain spatial informations

Sub-Halo dymanics: 
dynamical friction, binary 
aggregation 

Halo Properties
Density Profiles
Virial Temperature

Gas Properties
Profiles
Cooling - Heating Processes
Collapse, disk formation 

Star Formation Rate

Gas Heating (feedback)
SNae
UV background 

Evolution of stellar populations

Growth of Supermassive BHs 
Evolution of AGNs
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Guo et al. 2009 Governato et al. 2009

Milky Way Satellites and Feedback

Guo et al. 2009 Governato et al. 2009

Milky Way Satellites and Feedback

Governato et 
al. 2009Guo et al. 2009

WDM or Baryons?

NIERENBERG ET AL. 2013 BROOKS & ZOLOTOV 2014

Brooks & 
Zolotov 2014“A proposed solution ... invokes gas winds 

created by multiple supernova explosions to 
remove selectively low-angular-momentum 
baryons from the centre of galaxies.. Modelling 
the formation of a highly inhomogeneous 
multi-phase interstellar medium is necessary to 
tie star formation to high-density gas regions 
and to create supernova winds able to affect 
the internal mass distribution of galaxies. Such 
numerical schemes for star formation and 
resulting feedback have been applied to the 
formation of high-redshift protogalaxies, 
leading to significant baryon loss and less 
concentrated systems. Similarly, dynamical 
arguments suggest that bulk gas motions 
(possibly supernova-induced) and orbital 
energy loss of gas clouds due to dynamical 
friction can transfer energy to the centre of the 
dark-matter component. Sudden gas removal 
through outflows then causes the dark-matter 
distribution to expand. ...

To study the formation of dwarf galaxies in 
a ΛCDM cosmology, we analyse a novel set 
of cosmological simulations. Baryonic 
processes are included, as gas cooling8, 
heating from the cosmic ultraviolet field, 
star formation and supernova-driven gas 
heating “

Governato et al. 2010

Effect of baryons in the DM profiles in low-mass galaxies

A proposed solution at low redshift
“... The rapid fluctuations caused by episodic feedback 
progressively pump energy into the DM particle orbits, so that 
they no longer penetrate to the centre of the halo” (Weinberg et 
al. 2013, Governato et al. 2012)

ii) the density profiles

Fig. 3. Baryonic e↵ects on CDM halo profiles in cosmological simulations, from Governato et al. (2012). (Left) The upper, dot-dash curve shows the cuspy dark matter
density profile resulting from from a collisionless N-body simulation. Other curves show the evolution of the dark matter profile in a simulation from the same initial conditions
that includes gas dynamics, star formation, and e�cient feedback. By z = 0 (solid curve) the perturbations from the fluctuating baryonic potential have flattened the inner
profile to a nearly constant density core. (Right) Logarithmic slope of the dark matter profile ↵ measured at 0.5 kpc, as a function of galaxy stellar mass. Crosses show results
from multiple hydrodynamic simulations. Squares show measurements from rotation curves of observed galaxies. The black curve shows the expectation for pure dark matter
simulations, computed from NFW profiles with the appropriate concentration. For M

⇤

> 107M
�

, baryonic e↵ects reduce the halo profile slopes to agree with observations.

that they no longer penetrate to the center of the halo. The
Governato et al. simulations use smoothed particle hydrody-
namics, and the same flattening of dark matter cusps is found
in adaptive mesh refinement simulations that have similarly
episodic supernova feedback (Teyssier et al. 2012).

The right panel of Figure 3 compares the density profile
slopes of simulated galaxies to observational estimates from
21cm measurements of nearby galaxies (Walter et al. 2008)
and to predictions for an NFW dark matter halo. The re-
duced central density slopes agree well with observations for
galaxies with stellar mass M

⇤

> 107M
�

. Strong gas outflows
are observed in a wide variety of galaxies, including the likely
progenitors of M

⇤

⇠ 108 � 109M
�

dwarfs observed at z ⇠ 2
(van der Wel et al. 2011). However, for galaxies with M

⇤

below ⇠ 107M
�

, analytic models suggest that with so few
stars there is not enough energy in supernovae alone to cre-
ate dark matter cores of ⇠ 1 kpc (Peñarrubia et al. 2012).
More generally, Garrison-Kimmel et al. (2013) used idealized,
high resolution simulations to model potential fluctuations of
the type expected in episodic feedback models and concluded
that the energy required for solving the “too big to fail” prob-
lem exceeds that available from supernovae in galaxies with
stellar masses below ⇠ 107M

�

. The low mass galaxies in Fig-
ure 3 (from Governato et al. 2012) are consistent with this
expectation, with density profile slopes that are negligibly af-
fected by feedback at the 0.5 kpc scale. On the other hand,
high resolution simulations of luminous satellites in the halo
of Milky Way-like hosts do show reduced central dark matter
densities, from a combination of early feedback e↵ects with
ram pressure stripping and tidal heating by the host halo and
disk, processes that can extract energy from the host galaxy’s
gravitational potential (Arraki et al. 2012; Zolotov et al. 2012;
Brooks et al. 2013). Alternatively, Kuhlen et al. (2013) argue
that molecular cooling physics may make star formation ef-
ficiency highly stochastic at a halo mass as high as 1010M

�

,
so that even the Milky Way’s most massive subhalos are not

“too big to fail.” Ram pressure in the Galactic halo could
then remove the gas from the dark subhalos.

These arguments point to isolated, low-mass galaxies with
M

⇤

⇠ 106 � 107M
�

as ideal laboratories for testing the pre-
dictions of CDM-based models. Dwarfs that are far separated
from a giant galaxy must rely on their own (modest) super-
nova reservoirs for energy injection. Ferrero et al. (2012)
have studied a population of ⇠ 106 � 107M

�

field galaxies
and argued that the central density problem persists even for
relatively isolated dwarfs of this size. If this result holds up
in further investigations, it will become a particularly serious
challenge to CDM.

Solutions in Dark Matter Physics?
Instead of complex baryonic e↵ects, the cusp-core and satel-
lite problems could indicate a failure of the CDM hypothesis
itself. One potential solution is to make dark matter “warm,”
so that its free-streaming velocities in the early universe are
large enough to erase primordial fluctuations on sub-galactic
scales. For a simple thermal relic, the ballpark particle mass
is m ⇡ 1 keV, though details of the particle physics can al-
ter the relation between mass and the free-streaming scale,
which is the important quantity for determining the fluctua-
tion spectrum. Alternatively, the small scale fluctuations can
be suppressed by an unusual feature in the inflationary poten-
tial (Kamionkowski & Liddle 2000). While collisionless col-
lapse of warm dark matter (WDM) still leads to a cuspy halo
profile, the central concentration is lower than that of CDM
halos when the mass scale is close to the spectral cuto↵ (e.g.,
Avila-Reese et al. 2001), thus allowing a better fit to observa-
tions of galaxy rotation curves and dwarf satellite dynamics.
The mass function of halos and subhalos drops at low masses
because there are no small scale perturbations to produce col-
lapsed objects, so the subhalo mass function can be brought
into agreement with dwarf satellite counts. There have been
numerous numerical simulations of structure formation with

4 www.pnas.org/cgi/doi/10.1073/pnas.0709640104 Footline Author

i) the abundance of satellite galaxies

Solutions from Feedback Processes 
The DM-Feedback Degeneracy
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The Stellar Mass Functions at z~3The color distribution

At high redshift, galaxies are denser

Difficult to expell gas from such compact 
objects

Even with maximized feedback, current
models still over estimate the number of 
small mass galaxies

1: Profiles and Abundances of low-mass galaxies at high redshifts
Problems with Solutions based on Feedback

• Steeper central profiles are expected 
at z>1

• Steeper luminosity functions 
are expected at z>1

Fig. 3. Baryonic e↵ects on CDM halo profiles in cosmological simulations, from Governato et al. (2012). (Left) The upper, dot-dash curve shows the cuspy dark matter
density profile resulting from from a collisionless N-body simulation. Other curves show the evolution of the dark matter profile in a simulation from the same initial conditions
that includes gas dynamics, star formation, and e�cient feedback. By z = 0 (solid curve) the perturbations from the fluctuating baryonic potential have flattened the inner
profile to a nearly constant density core. (Right) Logarithmic slope of the dark matter profile ↵ measured at 0.5 kpc, as a function of galaxy stellar mass. Crosses show results
from multiple hydrodynamic simulations. Squares show measurements from rotation curves of observed galaxies. The black curve shows the expectation for pure dark matter
simulations, computed from NFW profiles with the appropriate concentration. For M

⇤

> 107M
�

, baryonic e↵ects reduce the halo profile slopes to agree with observations.

that they no longer penetrate to the center of the halo. The
Governato et al. simulations use smoothed particle hydrody-
namics, and the same flattening of dark matter cusps is found
in adaptive mesh refinement simulations that have similarly
episodic supernova feedback (Teyssier et al. 2012).

The right panel of Figure 3 compares the density profile
slopes of simulated galaxies to observational estimates from
21cm measurements of nearby galaxies (Walter et al. 2008)
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Solutions in Dark Matter Physics?
Instead of complex baryonic e↵ects, the cusp-core and satel-
lite problems could indicate a failure of the CDM hypothesis
itself. One potential solution is to make dark matter “warm,”
so that its free-streaming velocities in the early universe are
large enough to erase primordial fluctuations on sub-galactic
scales. For a simple thermal relic, the ballpark particle mass
is m ⇡ 1 keV, though details of the particle physics can al-
ter the relation between mass and the free-streaming scale,
which is the important quantity for determining the fluctua-
tion spectrum. Alternatively, the small scale fluctuations can
be suppressed by an unusual feature in the inflationary poten-
tial (Kamionkowski & Liddle 2000). While collisionless col-
lapse of warm dark matter (WDM) still leads to a cuspy halo
profile, the central concentration is lower than that of CDM
halos when the mass scale is close to the spectral cuto↵ (e.g.,
Avila-Reese et al. 2001), thus allowing a better fit to observa-
tions of galaxy rotation curves and dwarf satellite dynamics.
The mass function of halos and subhalos drops at low masses
because there are no small scale perturbations to produce col-
lapsed objects, so the subhalo mass function can be brought
into agreement with dwarf satellite counts. There have been
numerous numerical simulations of structure formation with

4 www.pnas.org/cgi/doi/10.1073/pnas.0709640104 Footline Author
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1: Profiles and Abundances of low-mass galaxies at high redshifts
Problems with Solutions based on Feedback
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Figure 2. The relation between observed stellar mass and derived halo mass for LG galaxies. The halo mass has been found by fitting kinematical data and
assuming two different halo profiles. The results for an NFW profile are shown in the left-hand panel, while the mass-dependent DC14 halo profile has been
used in the right-hand panel. Satellites and isolated galaxies are shown in different colours, with Sagittarius dwarf irregular, highly affected by tides, shown in
cyan. Several abundance matching predictions are indicated, in particular the Brook et al. (2014) one has been constrained using the LG mass function, and it
is shown as dashed line below the observational completeness limit of the LG.

A different picture appears for the DC14 profile, shown in the
right-hand panel of Fig. 2. Now the most massive dwarfs, those
with Mstar ! 3–5 × 106 M", all fit in haloes more massive than
Mhalo ∼ 1010 M" (apart from two outliers far from equilibrium,
namely Sagittarius dSph, which is being disrupted, and AndII,
which shows signs of a merger; Amorisco, Evans & van de Ven
2014a), the distribution of preferred halo masses is therefore shifted
towards the right-hand side of the plot. This can be easily understood
in terms of halo profiles; galaxies with a Mstar/Mhalo ratio higher than
0.0001 develop the minimum amount of energy, from stellar feed-
back, required for their profile to be shallower than NFW. In this
way, a galaxy like Fornax, for example, with Mstar ∼ 2 × 107 M"will
be well fitted by an NFW halo with Mhalo ∼ 2 × 109 M" or by
a more massive DC14 halo with Mhalo ∼ 3 × 1010 M" and inner
slope γ ∼ −0.39.

Moving the distribution of Mstar–Mhalo to the right has two conse-
quences: first, the number of ‘too-big-to-fail’ haloes is considerably
reduced, as we are assigning galaxies to haloes more massive than
Mhalo ∼ 7 × 109 M"; secondly, the distribution is now in agreement
with the abundance matching predictions of Brook et al. (2014) and
Garrison-Kimmel et al. (2014a), down to the observational com-
pleteness limit of the LG.

Below the completeness limit of Mstar ∼ 3–5 × 106 M", many
galaxies still prefer to live within less massive haloes than an ex-
trapolation of abundance matching would predict, even when apply-
ing the DC14 profile. A comparison with the proposed abundance
matching of Sawala et al. (2015) seems to provide a good agree-
ment with the kinematic of such low-mass galaxies, when the DC14
profile is assumed.

However, all the dwarf galaxies in this low halo mass region
are satellites of either the Milky Way or Andromeda; the fact
that no isolated galaxy is found within such low-mass haloes,
Mhalo " 3 × 109 M", suggests that environmental effects are
in place. Indeed, for most of the satellites in this region, signs of
tidal interaction have been invoked in the literature (Battaglia et al.
2011, 2012; Okamoto et al. 2012), and we will name and discuss
these objects in Section 3.3. Numerical simulations suggest that
environmental effects may be important even in the inner region of
galaxies once baryonic physics have been taken into account, since
the presence of a baryonic disc can enhances tidal effects (Arraki

et al. 2014; Brooks & Zolotov 2014). Tidal effects are even more
important in those satellites that formed a core at early times, be-
fore infall into the main host (Peñarrubia et al. 2010; Zolotov et al.
2012; Madau et al. 2014). Tides are therefore a possible mechanism
to reduce the masses of such galaxies (Collins et al. 2014).

Our analysis therefore supports the notion that a combination of
dark matter halo expansion due to baryonic effects and enhanced
environmental processes can explain the kinematics of LG galaxies.
Satellite galaxies living in the low halo mass region have likely been
placed there because their kinematic has been affected by tides, and
they would have had a higher halo mass otherwise (Collins et al.
2014), bringing them in agreement with the Brook et al. (2014)
and Garrison-Kimmel et al. (2014a) abundance matching (and their
extrapolation). On the other side, all the isolated galaxies match
such relations when the DC14 model is assumed.

3.3 Environmental effects?

To test further the notion that environmental effects may play a role
in determining the kinematics of satellite galaxies that are assigned
to low-mass haloes, we show the galaxies in the plane of Mstar versus
inner slope γ in the top panel of Fig. 3, where satellite galaxies
are indicated in black and isolated objects in magenta. Galaxies
whose best-fitting halo is less than 109 M" in the DC14 case, are
marked with red circles, and it is evident how they do not follow
the same relation of increasingly cored profile for increasing stellar
mass followed instead by isolated galaxies. The trend of lower γ

for higher Mstar is in very good agreement with previous results
from Zolotov et al. (2012) who studied satellite galaxies within
hydrodynamical simulations.

We then plot, in the lower panel of Fig. 3, the half-light radius
rhalf versus stellar mass of LG galaxies. The satellites that we have
interpreted as being environmentally affected are again marked with
red circles; they tend to have larger rhalf values at given Mstar, com-
pared to the isolated sample, as expected if tidally effects have been
in place. If environmental effects have influenced this subsample
of satellite galaxies, then we emphasize that both the NFW and
the DC14 profile would not return the satellite halo mass at its
peak, i.e. at infall time, as it would be desirable, but rather the z = 0
halo mass. This would invalidate the values given in Table 2 for
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Enhancing the feedback results into inefficient star formation for given DM 
halo (suppress L/M).
This seems at variance with observed Mstar-M relation

1I: The L/M ratio of low-mass galaxies
Problems with Solutions based on Feedback
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E. Papastergis et al.: Is there a “too big to fail” problem in the field?

Fig. 6. Placement of galaxies on the Vrot−Vh diagram. Main figure: the blue line is the average Vrot−Vh relation in aΛCDM universe, inferred from
abundance matching (same as in Fig. 4). The colored points represent a sample of 194 galaxies with interferometric HI observations, drawn from
the literature. Their Vrot and Vh values are computed as described in Fig. 5. All points are drawn as upper limits, because we make the conservative
assumption that the contribution of baryons to the galactic RC is negligible for all galaxies. Refer to Sects. 3.3 and 4 for the scientific interpretation
of this figure. Inset panel: a zoom-in on the low-velocity region of the diagram (linear axes).

3.3. Results

Figure 6 shows the placement on the Vrot − Vh diagram of all
the 194 galaxies with literature HI rotation curves. Twelve galax-
ies have duplicate entries in more than one of the samples listed
in Sect. 3.1, in which cases we plot the observation correspond-
ing to the most extended RC (taking data quality into consid-
eration as well). All galaxies are positioned as upper limits on
the diagram, because their Vh values refer to the most massive
compatible halo.

Over most of the range in HI rotational velocity, 30 km s−1 <∼
Vrot <∼ 300 km s−1, the AM relation is consistent with the up-
per limits obtained from individual galaxies. Most importantly
though, the situation changes at the lowest velocities probed: for
example, when one considers galaxies with Vrot < 25 km s−1, all
but three of the upper limits are inconsistent with the AM rela-
tion. We have verified that this result holds even if we substi-
tute median concentration halos in our kinematic analysis with
2σ under-concentrated ones. The inconsistency arises because
the AM relation predicts fairly massive hosts for the lowest-
velocity galaxies in our sample; however, such massive halos
would exceed the velocity measured at the LMP for these ob-
jects. A different way of phrasing the inconsistency is that, if ha-
los with Vh <∼ 30 km s−1 were allowed to host the lowest-velocity
galaxies in our sample (as the galactic kinematics indicate), then
their number density in aΛCDM universe would be much higher
than what observed by ALFALFA. Figure B.1 offers yet another
way to visualize the inconsistency in an intuitive fashion.

Before we proceed with a discussion of the scientific rel-
evance of this result, we would like to point out a num-
ber of subtleties related to the positioning of objects on the
Vrot − Vh diagram.

First, the RCs of DM halos described by Eq. (7) represent the
halo circular velocity at each radius, which reflects the enclosed
dynamical mass. However, the gas in actual galaxies undergoes
some turbulent motion in addition to rotation, with typical am-
plitudes of 8–10 km s−1. As a result, observed RCs should be

corrected for pressure support before being compared to theo-
retical halo RCs. These corrections are most important for the
lowest velocity galaxies in our sample, where ordered rotation
and turbulent motion have similar amplitudes. Pressure support
corrections have been performed in the original sources for the
galaxies in the THINGS, LITTLE THINGS, FIGGS and Côté
et al. (2000) samples, as well as for LeoP. On the other hand,
no corrections have been originally applied to the galaxies in the
WHISP and SHIELD samples. For galaxies in these two sam-
ples we apply a crude pressure support correction to their LMP,

VLMP →
√

V2
LMP + 2σ2, assuming σ = 8 km s−1. The correction

increases the LMP velocity somewhat, and therefore results in a
slightly higher value of Vh.

Second, galactic RCs have been checked for their quality, to
the extent allowed by the material published in each original ref-
erence. In cases where the velocity for the originally published
outermost radius was deemed unreliable, we adopted a measure-
ment at a smaller radius as our LMP. Even though this process is
highly subjective, any truncation of the original RC is conserva-
tive for the purposes of this work (see Sect. 3.2). Note also that
for the extreme dwarf galaxies of the FIGGS, LITTLE THINGS
and SHIELD samples no quality control was performed, since
the only available data were LMP radii and velocities.

Third, we have given no information regarding the observa-
tional errors associated with the placement of each galaxy on
the Vrot − Vh diagram. Unfortunately, we cannot quantify the er-
rors on both Vrot and Vh for each galaxy in a rigorous way, but we
would like to offer some qualitative guidance. The error on Vrot is
determined by the measurement error on the velocity width and
the uncertainty on the adopted inclination value. These errors are
not always quoted in the original references. Typical values for
the former are a few km s−1, while values for the latter depend
on the method used to determine the inclination (≈5◦ for kine-
matic inclinations of good quality, larger in other cases). In the
case of low inclination galaxies, a small error in inclination can
translate into a fairly large error on Vrot. Keep also in mind that it
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To match the observatons, observed 
rotation velocities should correspond 
to huge host DM halos with large Vhalo 
so as to suppress the Vrot/Vhalo ratio at 
low Vrot 
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Implementing WDM power spectrum in the galaxy formation model
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The cutoff in the power spectrum is  conventionally “labelled” according to 
the mass of “thermal relic” WDM particles

The same cutoff can be achieved through WDM sterile neutrinos 
assuming different production mechanisms

correspondence between thermal relic mass mX and sterile neutrino mass 
mν (yielding the same power spectrum) depends on the assumed 
production mechanism
E.g. for the Shi-Fuller mechanism mν ≈ 2.5 mX   

In the following we shall show the results in terms of the equivalent 
thermal relic mass

Suppression with respect to CDM
2 THEORY OF STERILE NEUTRINOS 16

The decay is achieved by νs virtually transforming itself into two charged particles.
This is possible if the mass eigenstate of the sterile neutrino couples to a W boson
and transforms it into a charged lepton (e, µ, τ) [29, 32]. One of the charged
particles can emit a photon and hereafter the two charged particles recombine to
form a να.

Figure 7: The Feynman diagrams for a νs virtually transforming itself into two charged
particles by the coupling of the mass eigenstate to a W boson and thereby decaying
radiatively [32, 33].

The kinematics of the reaction give that the photon must be mono-energetic
and the energy in the νs rest frame can be determined from energy and momentum
conservation (two-body decay) [19]:

Eγ =
1

2
ms

(

1 −
m2

α

m2
s

)

. (15)

If ms >> mα, which is likely since
∑

α mα ! 5eV [22] and ms is of the order
of keV, then Eγ ≈ ms/2. The branching ratio for the radiative decay has been
derived to be [30]:

Γγ

Γtot
=

27α

8π
≈

1

128
. (16)

The radiative decay is a testable signature of the sterile neutrinos as dark
matter4. A mass of ms ≈ 0.5 − 100 keV is preferred by structure formation [11]
leading to X-ray photon emission. X-ray observatories usually have a sensitivity
range of Eγ = 0.3 − 10 keV corresponding to a mass search range of ms = 0.6 −
20 keV.

2.6 Constraining the decay rate from the emitted photons

For a dark matter particle decaying radiatively with Eγ = m/2 the upper limit on
the detected flux originating from a given clump of matter can be converted into
a constraint on the decay rate.

4A wide range of effects from neutrinos decaying into photons have been discussed for many
years e. g. by Sciama [34].

From Thermal Relics to Sterile Neutrinos

are produced in primordial plasma through

• off-resonance oscillations. Dodelson, Widrow; Abazajian, Fuller; Dolgov,  Hansen;Asaka, Laine, Shaposhnikov et al.

• oscillations on resonance in presence of lepton asymmetry. Shi Fuller

• production mechanisms which do not involve oscillations
   – inflaton decays directly into sterile neutrinos Shaposhnikov, Tkachev 
   – Higgs physics: both mass and production   Petraki

   – decays of scalars in the early Universe Merle & Totzauer
  

Sterile Neutrinos

Bozek et al. 2015
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Stacked XMM spectra (MOS and PN) of 73 bright galaxy 
clusters, blue-shifted to the same cluster rest frame

Searched for any unidentified emission lines in 2–10 keV 
band

Detected a very weak line at E = 3.55–3.57 keV rest-frame 
energy: IF due to WDM corresponds to the decay of 

mν ≈ 7 keV  → mX ≈ 2.5 keV

Line in stacked XMM spectra, full cluster sample
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X-ray line reported in stacked observations of X-ray clusters with 
the XMM-Newton X-ray Space telescope with both CCD 
instruments aboard the telescope, and the Perseus cluster with the 
Chandra X-ray Space Telescope (Bulbul et al. 2014; independent 
indications of a consistent line in XMM-Newton observations of 
M31 and the Perseus Cluster is reported in Boyarsky et al. 2014)

From Thermal Relics to Sterile Neutrinos

Bozek et al. 2015
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Figure 5. The theoretical Thomas–Fermi density profiles and the observa-
tional profiles described by the Burkert expression for the first five galaxy
masses. We plot the ordinary logarithm of the density in M! pc−3 versus
r in kpc in the interval 0 < r < 4 rh. For each galaxy mass Mh, we show
the two curves: the theoretical Thomas–Fermi curve and the observational
Burkert curve. The agreement of the Thomas–Fermi curves to the observa-
tional curves is remarkable.

for rh versus Mh, Q(0) versus Mh and Mh versus the fugacity at the
centre z0 = eµ(0)/E0 . These scaling behaviours of the dilute classical
regime are very accurate even near the degenerate limit as shown
by Fig. 1. Interestingly enough, the small deviation of these scaling
laws near the degenerate limit is a manifestation of the quantum
effects present in compact dwarf galaxies.

The theoretical circular velocities vc(r) and the theoretical den-
sity profiles ρ(r) computed from the Thomas–Fermi equation (6)

Figure 6. The theoretical Thomas–Fermi density profiles and the observa-
tional profiles described by the Burkert expression for further five galaxy
masses. We plot the ordinary logarithm of the density in M! pc−3 versus r
in kpc in the interval 0 < r < 4 rh. For each galaxy mass Mh, we show the
two curves: the theoretical Thomas–Fermi curve and the observational Burk-
ert curve. The agreement of the Thomas–Fermi curves to the observational
curves is remarkable.

reproduce very well the observational curves modelized with the
empirical Burkert profile for r ! rh as shown in Figs 3–6. These
results fully justify the use of the Fermi–Dirac distribution function
in the Thomas–Fermi equation (6).

Remarkably enough, solving the Thomas–Fermiequation (6) we
find that the theoretical circular velocities U (x) = vc(r)/vc(rh)
as well as the normalized density profiles F(x) = ρ(r)/ρ(0) are
only functions of x = r/rh and take, respectively, the same value
for all galaxy masses in the range going from 5.13 × 109 to
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Density profiles & Rotation 
curves in WDM 

Observational rotation curves and density profiles versus the Thomas–Fermi galaxy theory 2725

Here, we remarkably find that the normalized circular velocities
vc(r)/vc(rh) turn out to be functions of only one variable: the ratio
x = r/rh. [On the contrary, vc(r) is a function of r and rh sepa-
rately]. We see that the theoretical curves from the Thomas–Fermi
approach for 10 different galaxy masses all fall one into each other.
Therefore, we find the result that the Thomas–Fermi approach pro-
vides URC. Moreover, the theoretical Thomas–Fermi curves U(x)
and the observational universal curve U (x)URC described by the
empirical Burkert profile coincide for r < rh.

We depict in Fig. 3 the normalized density profiles F(x) =
ρ(r)/ρ(0) as functions of x = r/rh obtained from the theoreti-
cal Thomas–Fermi profiles for galaxy masses in the dilute regime
1.4 × 105 < M̂h < 7.5 × 1011, −1.5 > ν0 > −20.78. All fall into
the same and universal density profile. The empirical Burkert profile
FB(x) in Fig. 3 turns to be very close to the theoretical Thomas–
Fermi profile F(x) except near the origin as discussed above.

We display in Fig. 4 vc(r) in km s−1 versus r in kpc ob-
tained on one hand from the observational data described with the
empirical Burkert profile (equation 45) and on the other hand from
the theoretical Thomas–Fermi formula (equation 38). We plot in
Fig. 4 vc(r) for 0 < r < rvir, rvir being the virial radius of the galaxy.

The corresponding halo galaxy masses Mh are indicated in Fig. 4
and run from 5.13 × 109 to 5.15 × 1011 M#.

The theoretical rotation curves reproduce the observational
curves modelized with the empirical Burkert profile for r ! rh jus-
tifying the use of the Fermi–Dirac distribution function (equation
10) in the Thomas–Fermi equations (13) and (14).

We display in Figs 5 and 6 the theoretical density profiles com-
puted from the Thomas–Fermi equations and the observational pro-
files described by the empirical Burkert expression. We plot the
ordinary logarithm of the density in M# pc−3 versus r in kpc in
the interval 0 < r < 4 rh. We see very good agreement of the the-
oretical density profiles with the observations modelized with the
empirical Burkert profile in all the range 0 < r < 4 rh.

Baryons represent less than 5 per cent of the galaxy mass (Persic
et al. 1996; Oh et al. 2008; Memola et al. 2011). For dwarf galaxies,
baryons count for less than 0.01 per cent of the galaxy mass (Martin
et al. 2008; Woo et al. 2008; Brodie et al. 2011; Willman & Strader
2012; Walker, private communication).

The self-gravity of the baryonic material is negligible while
baryons are immersed in a DM halo potential well. Baryons trace
the DM potential well playing the role of test particles to measure
the local DM density.

4 C O N C L U S I O N S

The more appropriate way to decipher the nature of the DM is to
study the properties of the physical objects formed by it: galaxies
are formed overwhelmingly by DM since 95 to 99.99 per cent of
their mass is dark. This is the task we pursue in this paper.

Fermionic WDM by itself produce galaxies and structures in
agreement with observations modelized with the empirical Burkert
profile showing that baryonic corrections to WDM are not very
important. Therefore, the effect of including baryons is expected to
be a correction to the pure WDM results, consistent with the fact
that DM is in average six times more abundant than baryons.

The theoretical curves from the Thomas–Fermi approach to
galaxy structure for self-gravitating fermionic WDM (DdVS
2013a,b) practically coincide with the observed galaxy rotation
curves and density profiles described with the empirical Burkert
profile for r < 2 rh. In addition, our approach provides scaling rela-

Figure 4. The velocity rotation curves vc(r) in km s−1 versus r in kpc
for 10 different independent galaxy masses Mh going from 5.13 × 109 to
5.15 × 1011 M#. For each galaxy mass Mh, we show the two curves: the the-
oretical Thomas–Fermi curve and the observational curve described by the
empirical Burkert profile. The Thomas–Fermi curves reproduce remarkably
well the observational curves for r ! rh. We plot vc(r) for 0 < r < rvir, rvir
being the virial radius of the galaxy.

tions for the main galaxy magnitudes (equations 26–31) as the halo
radius rh, mass Mh and phase-space density.

Therefore, the Fermi–Dirac distribution applies in the region
r ! 2 rh for the whole range of galaxy masses.

Note that the scaling relations (equations 26–31) are a conse-
quence solely of the self-gravitating interaction of the fermionic
WDM.

The galaxy relations derived in equations (26)–(31) are accurate
for Mh " 106 M#. We see that they exhibit a scaling behaviour

MNRAS 442, 2717–2727 (2014)
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Figure 10. Dot plots of s and MMax for subhaloes in the four different
WDM models at high resolution. The horizontal, dashed line is scut and the
vertical line is Mmin. All subhaloes are within r200b of the main subhalo
centre at redshift zero.

the uncertainty in Rmin. For simplicity, we will adopt κ = 0.5; we find
that this value provides a good compromise between rejecting low
mass genuine objects and including high mass spurious subhaloes
in all four models. Varying Rmin and κ in the range stated here makes
a difference of ∼10 per cent to the number of subhaloes returned
in the m1.5 model and ∼5 per cent in the other cases. The values of
Mmin are then 1.5 × 108, 2.2 × 108, 3.2 × 108 and 4.2 × 108 M#
for the m2.3, m2.0, m1.6 and m1.5 models, respectively, in the LRS.
For the HRS, they decrease to 5.1 × 107, 7.0 × 107, 1.1 × 108 and
1.4 × 108 M#.

To summarize, we have used the mass, resolution dependent and
Lagrangian region shape properties to identify spurious subhaloes
in our subhalo catalogues. Having derived values for scut and Mmin

– the latter as a function of power spectrum cutoff and resolution –
we can apply these cuts to the HRS. We plot the results in Fig. 10.
Changing the value of κ in the range 0.4–0.6 produces a variation
of <5 per cent in all four HRS models, and this does not affect our
conclusions. In what follows we consider only those subhaloes that
pass the cuts in each of these panels.

4 R ESULTS

4.1 The subhalo mass and Vmax functions

In Fig. 11 we present the cumulative distributions of subhalo mass,
Msub, and Vmax at z = 0, where Vmax is defined as the peak amplitude
of the circular velocity profile Vcirc =

√
GM(<r)/r , with G being

the gravitational constant and M(<r) the mass enclosed within ra-
dius r. This is a useful proxy for mass that is insensitive to the
definition of the edge of the subhalo. The figure includes both gen-
uine (solid lines) and spurious (dashed lines) subhaloes. Overall, the
spurious subhaloes outnumber the genuine ones by a factor of 10.
However, the mass function is dominated by genuine haloes beyond
Msub ∼ (1–3) × 107 M#, corresponding to Vmax∼ (4−6) km s−1, for
the different models. The differential mass function (relative to the

Figure 11. Cumulative subhalo mass, Msub, (top panel) and Vmax (bottom
panel) functions of subhaloes within r < r200b of the main halo centre in
the HRS at z = 0. Solid lines correspond to genuine subhaloes and dashed
lines to spurious subhaloes. The black line shows results for CDM-W7 and
the coloured lines for the WDM models, as in Fig. 1. The black cross in the
lower panel indicates the expected number of satellites of Vmax > 5.7 km s−1

as derived in the text.

CDM mass function) for genuine haloes in the m2.3 case can be
fitted with the functional form given by Schneider et al. (2012):

nWDM/nCDM = (1 + MhmM−1)β , (7)

where Mhm is the mass associated with the scale at which the WDM
matter power spectrum is suppressed by 50 per cent relative to the
CDM power spectrum, M is subhalo mass and β is a free parameter.
The best-fitting value is β of 1.3, slightly higher than the value of
1.16 found by Schneider et al. (2012) for friends-of-friends haloes
(rather than SUBFIND subhaloes as in our case). A slightly better fit
is obtained by introducing an additional parameter, γ , such that

nWDM/nCDM = (1 + γMhmM−1)β , (8)

with γ = 2.7 and β = 0.99. However, better statistics are required
to probe the subhalo mass function more precisely.

In principle, comparison of the abundance of subhaloes shown
in Fig. 11 with the population of satellite galaxies observed in
the Milky Way can set a strong constraint on the mass of viable
WDM particle candidates. Assuming that every satellite possesses
its own dark matter halo and that the parent halo in our simulations
has a mass comparable to that of the Milky Way halo, a minimum
requirement is that the number of subhaloes in the simulations above

MNRAS 439, 300–317 (2014)
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WDM models with mX=1-4 can provide a solution to
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namely, the over prediction of bright galaxies at low redshifts. The latter problem has been only recently alleviated by the inclusion of the
Radio Mode feedback (see, e.g., Bower et al. 2006, Cattaneo et al. 2006; Croton et al. 2006; Kang, Jing, Silk 2006); however, at present such
a feedback, associated with a low-accretion state of BHs in massive galaxies (presumably at the origin the radio activity), does not have a
clear observational counterpart, since the observed number of radio galaxies is much smaller than that predicted by SAMs (which need to
associate such a Radio Mode accretion to each massive galaxy with stellar mass M⇤ � 1011 M�, see Fontanot et al. 2011); in addition, at
present the implementation of a Radio Mode still leads to predict a blue fraction of central galaxies that is too high and with an inverted
luminosity dependence compared with what observed (see Weinmann et al. 2006).

Fig. 3. - Top Panel: The predicted color distributions for the WDM model at z = 0.1, 1, 2. The color code represents the fraction of galaxies that, for a given
absolute magnitude, are found in di↵erent color bins. Bottom Panel: Predicted rest-frame u � r color distributions for the WDM case are compared with the
Gaussian fit to the data from the Sloan survey (from Baldry et al. 2004, stars) for di↵erent magnitude bins.

Note that the proposed approach leaves unchanged the baryonic mechanisms a↵ecting the faint end (the Supernovae feedback) and
the bright end (the AGN feedback) of the galaxy luminosity distribution. Indeed, we have checked that adopting a WDM spectrum leaves
unchanged the properties of the predicted color-magnitude diagram, which is still characterized by a bimodal distribution in agreement with
observations (see Strateva et al. 2001; Baldry et al. 2004) which start to appear already at z ⇡ 1.5 � 2 as observed (see Bell et al. 2004,
Giallongo et al. 2005); a quantitative comparison with detailed observed color distribution for di↵erent magnitudes (Fig. 3 bottom panel)
shows an overall agreement with existing measurements , although a moderate excess of bright (Mr = �23) galaxies with u � r  2 is still
present. Note that such excess would be larger (to include a fraction ⇠ 1/3 of bright galaxies) in the absence of AGN feedback.

To investigate how the two e↵ects of adopting WDM power spectrum evolve with redshift, and thus to establish how the di↵erent
number of satellites in common DM haloes a↵ect the mass growth of galaxies in the WDM vs. the CDM case, we compare with statistical
observables more directly related to the stellar mass. The evolution of the K-band luminosity function in the WDM case is compared with
that derived for the CDM cosmology and with the observational data in the top panel of Fig. 4.; the same comparison is performed for the
evolution of the stellar mass function in the bottom panel.

These two observables are related in the model since the first is computed by convolving the stellar Spectral Energy Distributions
(SEDs) with the star formation history of the galaxy progenitors, while the latter is the time integral over the same history. The stochastic
nature of the merging and star formation histories results in a whole distribution of computed galaxies in the MK � M⇤ plane that we have
checked to be consisted with the observed distribution. On the observational side, the two quantities are measured in di↵erent ways. The
K-band luminosity functions are taken from the Ultra Deep Survey (UDS), the deepest survey from the UKIRT Infra-Red Deep Sky Survey
(UKIDSS), containing imaging in the J - and K-bands, with deep multi-wavelength coverage in B V R i’ z’ filters in most of the field. The
sample contains 50,000 objects with high completeness down to K  23 (Cirasuolo et al. 2010). As for the observed stellar mass functions,
we compare mainly with the data from Santini et al. (2012); stellar masses were estimated by fitting a 14 bands photometry (up to 5.5 µm
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rest-frame) to the Bruzual & Charlot synthetic models of stellar populations; the analysis of observations taken with the Hubble Wide Field
Camera 3 in the GOODS-S field allows to achieve an excellent determination of the low-mass-end of the distribution down to small stellar
masses M⇤ ⇡ 7.6 109 M� even at the highest redshifts (z ⇡ 3). Note that, while the stellar mass function constitutes a direct probe of the
e↵ect of WDM spectrum on the growth of stellar mass of galaxies, observational determinations of such a quantity are prone to several
observational uncertainties connected, e.g., to the estimate of metallicities or extinction curves necessary to derive the stellar masses, to
the treatment of the TP-AGB phase, or to the reconstruction of the star formation history of each galaxy, that is necessary to estimate the
appropriate M/L ratio and that may be poorly described by simplistic models like those adopted in the stellar synthesis codes (Maraston et
al. 2010; Lee et al. 2010). Although the above systematic uncertainties (not included in the error bars in the bottom panel of fig. 4) do not
allow to definitely rule out any of the models on the basis of the stellar mass distribution, its flat logarithmic slope at small masses (less prone
to the above systematics, see Marchesini et al. 2009) is better matched by the WDM model.

Fig. 4. - Top Panel. The evolution of the K-band luminosity functions in the WDM cosmoligy (solid line) is compared with data from Cirasuolo et al. (2010).
Dashed line refer to the standard CDM case.
Bottom Panel The evolution of the stellar mass function in the WDM cosmology (solid line) is compared with the standard CDM case (dashed); data in the
leftmost panel are from Drory et al. (2004, squares) and Fontana et al. (2006, circles); data in all remaining panels are from Santini et al. (2012).
In both the upper and the lower left panels, the arrows show the range of magnitudes and stellar masses corresponding to the free streaming mass; the dispersion
characterizing the above relations are related to the stochastic nature of the merging trees.

Thus, also in this case both e↵ects (flattening of the faint end slope and sharpening of the cuto↵ at the bright end) are e↵ective at low
redshift, providing a substantial improvement of the fit to the observations. At higher redshifts, the flattening at the faint end remains an
approximatively constant feature, being related to the smaller number of low mass DM halo collapsed in WDM cosmology; although models
still slightly overestimates the number of small-mass galaxies (with M  1010 M�) at z � 0.8, the agreement is appreciably improved by the
adoption of a WDM spectrum, a result di�cult to achieve adopting di↵erent feedback or star formation recipes within the CDM framework
(see the comparison with other SAM in CDM cosmology in Fontanot et al. 2009; Santini et al. 2012).

Interestingly, the e↵ect of adopting a WDM spectrum on the bright end appears at redshift 0.5  z . 0.8; this indicates that it is indeed
related to the later phase of stellar mass growth in massive galaxies, that associated with the accretion of small lumps onto a central dominant

c� RAS, MNRAS 000, ??–??

luminosity distributions at z=0

color distributions at z=0

stellar mass distributions at z=1

WDM models with mX=1-4 constitutes a viable framework 
for galaxy formation          

NM+2012
Are being investigated by several groups 

Maccio et al. 2012, Benson et al. 2013, 
Dayal, Mesinger, Pacucci 2014, Herpich et al.2014, 
Governato et al. 2014, Kennedy et al. 2015
Bose et al. 2016, Chau, Mayer, Governato 2016
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A Delayed Growth of Stellar Mass in WDM galaxy formation

CDM: 80 % of mass formed 6 Gyr ago  
WDM: 80 % of mass formed 4 Gyr ago 

Approx. delay ~ 2 Gyr 

The suppression of progenitors
of satellite galaxies with high SFR yields
Slower growth of stellar mass in WDM

Independent works based on hydro-Nbody 
simulations confirm such a result 

(Governato et al. 2014)
WDM vs. CDM:  once again key diagnostic is  the SF efficiency 

SF delayed more in WDM model!
Here it is equivalent to lower SF efficiency !
at high z since halo mass is the same !
in three cases!
!
Lower average SF rates explain lower !
metallicity and dearth of old stars !
in CMD diagram of WDM dwarf (see previous slide) 

Top: Abundance ratios !
for different versions of!
the same dwarf simulation!
Vertical lines show mean metallicity !
for nearby dwarfs with similar stellar 
mass to simulated dwarfs!
(Kirby et al. 2007)

CDM

WDM
mX=2 kev
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N-body simulations
Star formation from cooled 
gas in simulations if 
•  it is bound, and has a 

central gravitational potential 
minimum

•  is Jeans unstable
•  is converging

Semi-analytic Models
Star formation from cooled 
gas

A&A 562, A30 (2014)

Fig. 6. Left panel: relation between SFR and gas mass. The colour code indicates different redshift intervals, as shown by the legend in the upper
left corner. The black boxes mark bins that lie in the starburst region according to Rodighiero et al. (2011). The solid thick black line is the power
law fit to all data, and the best-fit relation is reported in the lower right corner. The dashed and dotted grey lines show the integrated Schmidt-
Kennicutt relations fitted by Daddi et al. (2010) and Genzel et al. (2010), respectively, on normal star-forming galaxies (lower curves) and on
local ULIRGs and z ∼ 2 SMGs (upper curves). Curves from the literature are converted to a Salpeter IMF. Magenta dashed-dotted lines indicate
constant star formation efficiencies (i.e., constant depletion times) of 1 (lower curve) and 10 (upper curve) Gyr−1. Right panels: relation between
SFR and gas mass in different redshift bins, indicated in the upper left corner of each panel. Symbol styles and colours are as in the left panel.
The coloured solid curves are the power law fits to the data, and the numbers in the lower right corner indicate the best-fit slope (upper) and
intersection at log Mgas[M#] = 10 (lower) (see Eq. (7)). The dashed-triple dotted lines show the best-fit relation given in Eq. (8) calculated at the
median redshift in each panel.

5.1. The star formation law

We plot in Fig. 6 the values of SFR as a function of gas mass.
The colour code identifies bins of different redshift. For the sake
of clarity, the data points at the different redshifts are also plotted
on separate panels on the right side. This figure is analogous to
Fig. 2, except that Mgas, plotted here instead of Mdust, takes into
account the dependence of the gas metallicity with stellar mass
and SFR (see Sect. 3.6). This, however, introduces only a mi-
nor effect (the gas metallicity changes less than a factor of 2–3,
while the dust mass spans 2–3 orders of magnitude). The rela-
tion shown in Fig. 6 can be referred to as the integrated S-K law,
meaning that gas masses and SFRs are investigated values rather
than their surface densities, as in the original S-K law, where the
SFR surface density is related to the gas surface density by a
power law relation. We fit the data points with the relation

log SFR = a (log Mgas − 10) + b. (7)

A standard χ2 fit cannot be performed on our data given the
asymmetric error bars. Therefore, all over our work, we apply a
maximum likelihood analysis by assuming rescaled log-normal
shapes for the probability distribution functions of the variables
with the largest uncertainties (log Mgas in this case) and by ig-
noring the uncertainties on the other variables. By fitting the to-
tal sample we obtain a = 1.50+0.12

−0.10 and b = 1.82+0.21
−0.20, where a

bootstrap is performed to compute the parameter 1σ errors. The
best-fit relation is represented by the black solid line in the left
panel of Fig. 6. However, due to inhomogeneous sampling in
SFR at different redshifts, the fit might suffer from biases in case

there is an evolution in the slope or normalization of the rela-
tion. To investigate such effects, we also separately fit the points
in each individual redshift bin (coloured solid lines in the right
panels of Fig. 6). The inferred slopes monotonically decrease
with redshift from 1.45+0.37

−0.41 in the local Universe to 0.76+0.11
−0.13

at z ∼ 2, while the normalizations increase from 1.55+0.43
−0.47 to

2.10+0.48
−0.52. The best-fit parameters are given in the bottom right

corner of each panel of Fig. 6.
By following the theoretical model of Davé et al. (2011,

2012) and the observational results of Tacconi et al. (2013), we
also attempt to fit our data points with a relation that has a sin-
gle redshift-independent slope and normalization slowly evolv-
ing with redshift, i.e., yielding a cosmological scaling of the de-
pletion time (=Mgas/SFR):

log SFR = m (log Mgas − 10) + n log(1 + z) + q. (8)

The best-fit parameters are m = 1.01+0.14
−0.17, n = 1.40+0.85

−0.74 and
q = 1.28+0.14

−0.17. The dashed-triple dotted lines in the right pan-
els of Fig. 6 show the inferred relation at the median redshift
in each bin. However, this function provides a worse fit to the
data in terms of probability of the solution as computed from the
likelihood, with respect to Eq. (7).

In both cases, the evolution of the relation with redshift may
be partly caused by mixing different stellar masses, whose con-
tribution strongly depends on the SFR and redshift because of
the evolution of the MS relation.

A30, page 10 of 28



Quiescent Fraction SSFR<10-11 yrs
corresponds to minimum in the SSFR distribution
(to form M* it would need 3tH at current SF rate)

Result robust with respect to different CDM 
models with different feedback modelling

Due to the large number of dense DM clumps 
collapsed at high redshifts 

gas rapidly converted into stars at high-redshifts 

•Cold gas converted into stars at high z
•Hot gas stripped when they were incorporated 
  into larger DM haloes

No further star formation at low redhsift
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Figure 2. The relation between observed stellar mass and derived halo mass for LG galaxies. The halo mass has been found by fitting kinematical data and
assuming two different halo profiles. The results for an NFW profile are shown in the left-hand panel, while the mass-dependent DC14 halo profile has been
used in the right-hand panel. Satellites and isolated galaxies are shown in different colours, with Sagittarius dwarf irregular, highly affected by tides, shown in
cyan. Several abundance matching predictions are indicated, in particular the Brook et al. (2014) one has been constrained using the LG mass function, and it
is shown as dashed line below the observational completeness limit of the LG.

A different picture appears for the DC14 profile, shown in the
right-hand panel of Fig. 2. Now the most massive dwarfs, those
with Mstar ! 3–5 × 106 M", all fit in haloes more massive than
Mhalo ∼ 1010 M" (apart from two outliers far from equilibrium,
namely Sagittarius dSph, which is being disrupted, and AndII,
which shows signs of a merger; Amorisco, Evans & van de Ven
2014a), the distribution of preferred halo masses is therefore shifted
towards the right-hand side of the plot. This can be easily understood
in terms of halo profiles; galaxies with a Mstar/Mhalo ratio higher than
0.0001 develop the minimum amount of energy, from stellar feed-
back, required for their profile to be shallower than NFW. In this
way, a galaxy like Fornax, for example, with Mstar ∼ 2 × 107 M"will
be well fitted by an NFW halo with Mhalo ∼ 2 × 109 M" or by
a more massive DC14 halo with Mhalo ∼ 3 × 1010 M" and inner
slope γ ∼ −0.39.

Moving the distribution of Mstar–Mhalo to the right has two conse-
quences: first, the number of ‘too-big-to-fail’ haloes is considerably
reduced, as we are assigning galaxies to haloes more massive than
Mhalo ∼ 7 × 109 M"; secondly, the distribution is now in agreement
with the abundance matching predictions of Brook et al. (2014) and
Garrison-Kimmel et al. (2014a), down to the observational com-
pleteness limit of the LG.

Below the completeness limit of Mstar ∼ 3–5 × 106 M", many
galaxies still prefer to live within less massive haloes than an ex-
trapolation of abundance matching would predict, even when apply-
ing the DC14 profile. A comparison with the proposed abundance
matching of Sawala et al. (2015) seems to provide a good agree-
ment with the kinematic of such low-mass galaxies, when the DC14
profile is assumed.

However, all the dwarf galaxies in this low halo mass region
are satellites of either the Milky Way or Andromeda; the fact
that no isolated galaxy is found within such low-mass haloes,
Mhalo " 3 × 109 M", suggests that environmental effects are
in place. Indeed, for most of the satellites in this region, signs of
tidal interaction have been invoked in the literature (Battaglia et al.
2011, 2012; Okamoto et al. 2012), and we will name and discuss
these objects in Section 3.3. Numerical simulations suggest that
environmental effects may be important even in the inner region of
galaxies once baryonic physics have been taken into account, since
the presence of a baryonic disc can enhances tidal effects (Arraki

et al. 2014; Brooks & Zolotov 2014). Tidal effects are even more
important in those satellites that formed a core at early times, be-
fore infall into the main host (Peñarrubia et al. 2010; Zolotov et al.
2012; Madau et al. 2014). Tides are therefore a possible mechanism
to reduce the masses of such galaxies (Collins et al. 2014).

Our analysis therefore supports the notion that a combination of
dark matter halo expansion due to baryonic effects and enhanced
environmental processes can explain the kinematics of LG galaxies.
Satellite galaxies living in the low halo mass region have likely been
placed there because their kinematic has been affected by tides, and
they would have had a higher halo mass otherwise (Collins et al.
2014), bringing them in agreement with the Brook et al. (2014)
and Garrison-Kimmel et al. (2014a) abundance matching (and their
extrapolation). On the other side, all the isolated galaxies match
such relations when the DC14 model is assumed.

3.3 Environmental effects?

To test further the notion that environmental effects may play a role
in determining the kinematics of satellite galaxies that are assigned
to low-mass haloes, we show the galaxies in the plane of Mstar versus
inner slope γ in the top panel of Fig. 3, where satellite galaxies
are indicated in black and isolated objects in magenta. Galaxies
whose best-fitting halo is less than 109 M" in the DC14 case, are
marked with red circles, and it is evident how they do not follow
the same relation of increasingly cored profile for increasing stellar
mass followed instead by isolated galaxies. The trend of lower γ

for higher Mstar is in very good agreement with previous results
from Zolotov et al. (2012) who studied satellite galaxies within
hydrodynamical simulations.

We then plot, in the lower panel of Fig. 3, the half-light radius
rhalf versus stellar mass of LG galaxies. The satellites that we have
interpreted as being environmentally affected are again marked with
red circles; they tend to have larger rhalf values at given Mstar, com-
pared to the isolated sample, as expected if tidally effects have been
in place. If environmental effects have influenced this subsample
of satellite galaxies, then we emphasize that both the NFW and
the DC14 profile would not return the satellite halo mass at its
peak, i.e. at infall time, as it would be desirable, but rather the z = 0
halo mass. This would invalidate the values given in Table 2 for

MNRAS 450, 3920–3934 (2015)
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Enhancing the feedback results into inefficient star formation for given DM 
halo (suppress L/M).
This seems at variance with observed Mstar-M relation

1I: The L/M ratio of low-mass galaxies
Problems with Solutions based on Feedback
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Figure 2. The relation between observed stellar mass and derived halo mass for LG galaxies. The halo mass has been found by fitting kinematical data and
assuming two different halo profiles. The results for an NFW profile are shown in the left-hand panel, while the mass-dependent DC14 halo profile has been
used in the right-hand panel. Satellites and isolated galaxies are shown in different colours, with Sagittarius dwarf irregular, highly affected by tides, shown in
cyan. Several abundance matching predictions are indicated, in particular the Brook et al. (2014) one has been constrained using the LG mass function, and it
is shown as dashed line below the observational completeness limit of the LG.

A different picture appears for the DC14 profile, shown in the
right-hand panel of Fig. 2. Now the most massive dwarfs, those
with Mstar ! 3–5 × 106 M", all fit in haloes more massive than
Mhalo ∼ 1010 M" (apart from two outliers far from equilibrium,
namely Sagittarius dSph, which is being disrupted, and AndII,
which shows signs of a merger; Amorisco, Evans & van de Ven
2014a), the distribution of preferred halo masses is therefore shifted
towards the right-hand side of the plot. This can be easily understood
in terms of halo profiles; galaxies with a Mstar/Mhalo ratio higher than
0.0001 develop the minimum amount of energy, from stellar feed-
back, required for their profile to be shallower than NFW. In this
way, a galaxy like Fornax, for example, with Mstar ∼ 2 × 107 M"will
be well fitted by an NFW halo with Mhalo ∼ 2 × 109 M" or by
a more massive DC14 halo with Mhalo ∼ 3 × 1010 M" and inner
slope γ ∼ −0.39.

Moving the distribution of Mstar–Mhalo to the right has two conse-
quences: first, the number of ‘too-big-to-fail’ haloes is considerably
reduced, as we are assigning galaxies to haloes more massive than
Mhalo ∼ 7 × 109 M"; secondly, the distribution is now in agreement
with the abundance matching predictions of Brook et al. (2014) and
Garrison-Kimmel et al. (2014a), down to the observational com-
pleteness limit of the LG.

Below the completeness limit of Mstar ∼ 3–5 × 106 M", many
galaxies still prefer to live within less massive haloes than an ex-
trapolation of abundance matching would predict, even when apply-
ing the DC14 profile. A comparison with the proposed abundance
matching of Sawala et al. (2015) seems to provide a good agree-
ment with the kinematic of such low-mass galaxies, when the DC14
profile is assumed.

However, all the dwarf galaxies in this low halo mass region
are satellites of either the Milky Way or Andromeda; the fact
that no isolated galaxy is found within such low-mass haloes,
Mhalo " 3 × 109 M", suggests that environmental effects are
in place. Indeed, for most of the satellites in this region, signs of
tidal interaction have been invoked in the literature (Battaglia et al.
2011, 2012; Okamoto et al. 2012), and we will name and discuss
these objects in Section 3.3. Numerical simulations suggest that
environmental effects may be important even in the inner region of
galaxies once baryonic physics have been taken into account, since
the presence of a baryonic disc can enhances tidal effects (Arraki

et al. 2014; Brooks & Zolotov 2014). Tidal effects are even more
important in those satellites that formed a core at early times, be-
fore infall into the main host (Peñarrubia et al. 2010; Zolotov et al.
2012; Madau et al. 2014). Tides are therefore a possible mechanism
to reduce the masses of such galaxies (Collins et al. 2014).

Our analysis therefore supports the notion that a combination of
dark matter halo expansion due to baryonic effects and enhanced
environmental processes can explain the kinematics of LG galaxies.
Satellite galaxies living in the low halo mass region have likely been
placed there because their kinematic has been affected by tides, and
they would have had a higher halo mass otherwise (Collins et al.
2014), bringing them in agreement with the Brook et al. (2014)
and Garrison-Kimmel et al. (2014a) abundance matching (and their
extrapolation). On the other side, all the isolated galaxies match
such relations when the DC14 model is assumed.

3.3 Environmental effects?

To test further the notion that environmental effects may play a role
in determining the kinematics of satellite galaxies that are assigned
to low-mass haloes, we show the galaxies in the plane of Mstar versus
inner slope γ in the top panel of Fig. 3, where satellite galaxies
are indicated in black and isolated objects in magenta. Galaxies
whose best-fitting halo is less than 109 M" in the DC14 case, are
marked with red circles, and it is evident how they do not follow
the same relation of increasingly cored profile for increasing stellar
mass followed instead by isolated galaxies. The trend of lower γ

for higher Mstar is in very good agreement with previous results
from Zolotov et al. (2012) who studied satellite galaxies within
hydrodynamical simulations.

We then plot, in the lower panel of Fig. 3, the half-light radius
rhalf versus stellar mass of LG galaxies. The satellites that we have
interpreted as being environmentally affected are again marked with
red circles; they tend to have larger rhalf values at given Mstar, com-
pared to the isolated sample, as expected if tidally effects have been
in place. If environmental effects have influenced this subsample
of satellite galaxies, then we emphasize that both the NFW and
the DC14 profile would not return the satellite halo mass at its
peak, i.e. at infall time, as it would be desirable, but rather the z = 0
halo mass. This would invalidate the values given in Table 2 for
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Enhancing the feedback results into inefficient star formation for given DM 
halo (suppress L/M).
In WDM the flatter shape of the LF allows for larger L/M ratios

1I: The L/M ratio of low-mass galaxies
Problems with Solutions based on Feedback

WDM CDM

CDM 
abundance 
matching 

Brooks2014

CDM 
abundance 
matching 

Brooks2014



CDM predicts early collapse of a huge number of low-mass halos, which remain isolated 
at later times retaining the early-formed stellar populations; as a result, CDM-based 
SAMs generally provide flat age-mass relations (Fontanot et al. 2009; Pasquali et al. 
2010; De Lucia & Borgani 2012). 

Increasing the stellar feedback worsen the problem

Early SF: WDM induces delay in star formation, affects small-mass objects( see, e.g., 
Angulo et al. 2013)6 F. Calura et al.

Figure 2. The mass-weighted age-mass relation (Left Panels) and the r-band light weighted age-mass relation (Right Panels) calculated for a ⇤CDM (Top
Panels) and a ⇤WDM (Bottom Panels) cosmology. At each stellar mass, the colour-coded regions represent the predicted distribution, normalised to the total
number of galaxies characterised by that stellar mass value. The upper, the middle and the lower grey (black) curves represent the 16th, the 50th (median)
and the 84th percentiles of the observed distribution in mass- (light-)weighted stellar age (Gallazzi et al. 2008 [2005]), respectively. The blue, cyan, dark-red
and red solid curves represent the predicted median, mass-weighted relation in the ⇤CDM case, the luminosity-weighted relation in the ⇤CDM case, the
mass-weighted relation in the ⇤WDM case, and the luminosity-weighted relation in the ⇤WDM case, respectively. In each panel, within the range of the
observed distributions, we also plot as dashed lines the P16 and P84 percentiles of the predicted distributions, calculated taking into account the observational
uncertainties (see text for details).

range 9.5 . log(M⇤/M�) . 10.5 and at ages 1010 yr. Further details
on these galaxies will be discussed later in Sect. 3.3, when we will
analyze the star formation histories of our model galaxies.

The same galaxies belong to the lowest-mass dark matter
haloes of the ⇤WDM sample, and they are characterised by a large
cosmological weight, thus leaving visible signs also in the com-
puted age distribution.

The age distribution of ⇤WDM shows a more pronounced tail

at low ages with respect to ⇤CDM galaxies. For ages less than
⇠ 5 Gyr, the overall shape of the observed age distribution is better
captured in the ⇤WDM case, as visible also from the lower panel
of figure 3, where the cumulative age distributions are shown. At
larger ages, the discrepancy between the observed cumulative dis-
tribution and the one predicted in the ⇤WDM is due to the already
mentioned few peculiar galaxies of the ⇤WDM sample. Despite
this discrepancy, the similar general aspect of the predicted age dis-

c�— RAS, MNRAS 000, 1–11

Calura, NM, Gallazzi 2014

10 F. Calura et al.

Figure 4. Average star formation histories of our simulated galaxies divided into four stellar mass bins (reported on top of each panel), computed adopting a
⇤WDM cosmology (dashed, red curves) and a ⇤CDM cosmology (blue solid curves).
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The Age of stellar populations in low-mass galaxies



CONSTRAINING THE
WDM PARTICLE MASS

In terms of thermal relic mass mX

(conversion to sterile neutrino masses depends on 
production mechanism)

E.g.
 Dodelson-Widrow mechanism mν ≈ 2.9 mX   

 Shi-Fuller mechanism mν ≈ 2.5 mX   

mX>4 keV is indistinguishable from CDM 
from the point of view of galaxy formation 



mWDM>3.3 keV

mν>12 keV

WDM particle mass: 
limits from the Ly-α forest

vs. Hydro-Simulations

Viel et al. 2005-2013

Thermal 
relics WDM

Sterile ν 
WDM (DW)
Dodelson-Widrow 

Results subject to further investigations

Still affected by the difficult-to-
characterize physics of intergalactic gas. 
Degeneracy between WDM effects and 
Jeans and Doppler broadening of the 
absorption lines. These are affected by 
the IGM temperature

WDM particles are 1068 times heavier 
(105 M⊙) than the real WDM particles. 
This makes difficult to infer the initial 
velocity distribution of the effective 
particles from the known initial velocity 
distribution of the real WDM particles 
(Lovell et al. 2012, 2014; Maccio` et al. 
2012; Viel et al. 2013).



Constraining the WDM candidate mass
through the abundance of low-mass galaxies

Structure formation in WDM models suppressed on 
small mass scales. 

Small mass galaxies are the first to form. 

The most powerful for probe for these scenarios is 
the abundance of high-redshift galaxies



The high-z universe confronts WDM 1601

Figure 3. Simulation snapshots from CDM (left) and 0.8 keV WDM (right) overlaid with circles to indicate identified dark matter haloes that are more massive
than 3.4 × 108 h−1 M#. The size of the circle is proportional to the virial radius of each halo. The CDM slice is filled with collapsed structure at z = 6, while
the WDM slice is largely devoid of collapsed haloes that are massive enough for hydrogen cooling. Note that artificial haloes would show up as regularly
separated haloes in the filaments, suggesting that contamination by artificial haloes is likely negligible here.

2.3 Halo catalogues

We used the Amiga Halo Finder (AHF; Knollmann & Knebe 2009)
to identify haloes in our simulations. The halo mass Mh used in this
work is calculated using the overdensity (!vir) formula from Bryan
& Norman (1998) for our cosmology at each specific redshift. Note
that our conclusions do not change when using different overdensity
definitions, e.g. !200 = 200ρcrit. As explained above, to build our
mass–luminosity relation using the abundance-matching technique
we took into account the merger history of each halo and used
its maximal mass obtained over its lifetime Mpeak instead of Mh.
In any case, this correction turned to be small due to the lack of
sub-structure at high redshifts. We used a requirement of at least
40 simulation particles to constitute a halo, setting a halo mass
completeness limit of Mh = 3.4 × 108 h−1 M#.

Compared to the density maps shown in Fig. 2, the differences
between WDM and CDM become even more apparent when we
compare halo counts. Fig. 3 shows two of the same density slices
overlaid with white circles to indicate identified dark matter haloes
more massive than our Mh = 3.4 × 108 h−1 M# completeness limit.
Circle sizes are proportional to the virial radius of each identified
halo. The difference in collapsed structures is striking between these
two simulations. For example, the void in the upper-left corner is
completely empty of any haloes in the 0.8 keV WDM run.

Fig. 4 provides a more quantitative demonstration of the differ-
ences in halo abundances from model to model, where each panel
shows the cumulative dark halo mass function at redshifts z = 6, 7,
8 and 13. The CDM result (dotted line with shading) is in all cases
above the WDM models (solid lines with shading, as labelled). An-
gulo et al. (2013) found a suppression of the halo mass function of
the form1

nWDM

nCDM
(M) = 1

2

(
1 + M1

M

)−α [
1 + erf

(
log

M

M2

)]
. (5)

1 Strictly speaking Angulo et al. (2013) has α = 1 fixed; however, they also
correct for artificial haloes. We find that keeping α as a free fitting parameter
is necessary to provide reasonable fits, probably owing to a strong evolution
with redshift.

Figure 4. Shown are cumulative halo mass functions at selected redshifts
for our CDM and WDM simulations. Note how the suppression of WDM
increases with z. At z > 12 no dark matter haloes are identified at all in
the 0.8 keV WDM model. The central lines denote the simulated halo mass
function, while the shaded areas indicate jackknife uncertainties. The hori-
zontal dashed lines correspond to the known lower limit on the cumulative
galaxy abundance at each redshift based on the faintest HUDF observations;
assuming that galaxies reside in haloes, any viable mode must produce a
total abundance of haloes above this line. The point with 2σ error bar is
placed at the halo mass corresponding to the HUDF luminosity limit as
inferred from abundance matching, discussed in Section 3. For constraints,
we use the values of the galaxy luminosity functions observed and inferred
from the halo abundance-matching method, shown in Fig. 7.

We have verified this expression provides a good fit to
the WDM/CDM abundance ratio for z ! 10, with de-
creasing accuracy with increasing redshift. In our simula-
tions, at 109 M#, the 0.8 keV model is suppressed by more
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Schultz et al. 2014
Compare predicted abundance of low-mass DM halos at z>6 with observed 
abundance of faint galaxies in the HUDF
Delicate issue: relate UV luminsity of observed galaxies to the mass of the host 
DM halo 

Constraining the WDM candidate mass
through the abundance of low-mass galaxies

mX>1 keV
Magnitude limit mag=30
at z=6 this corresponds to MUV=-18



The high-z universe confronts WDM 1601

Figure 3. Simulation snapshots from CDM (left) and 0.8 keV WDM (right) overlaid with circles to indicate identified dark matter haloes that are more massive
than 3.4 × 108 h−1 M#. The size of the circle is proportional to the virial radius of each halo. The CDM slice is filled with collapsed structure at z = 6, while
the WDM slice is largely devoid of collapsed haloes that are massive enough for hydrogen cooling. Note that artificial haloes would show up as regularly
separated haloes in the filaments, suggesting that contamination by artificial haloes is likely negligible here.

2.3 Halo catalogues

We used the Amiga Halo Finder (AHF; Knollmann & Knebe 2009)
to identify haloes in our simulations. The halo mass Mh used in this
work is calculated using the overdensity (!vir) formula from Bryan
& Norman (1998) for our cosmology at each specific redshift. Note
that our conclusions do not change when using different overdensity
definitions, e.g. !200 = 200ρcrit. As explained above, to build our
mass–luminosity relation using the abundance-matching technique
we took into account the merger history of each halo and used
its maximal mass obtained over its lifetime Mpeak instead of Mh.
In any case, this correction turned to be small due to the lack of
sub-structure at high redshifts. We used a requirement of at least
40 simulation particles to constitute a halo, setting a halo mass
completeness limit of Mh = 3.4 × 108 h−1 M#.

Compared to the density maps shown in Fig. 2, the differences
between WDM and CDM become even more apparent when we
compare halo counts. Fig. 3 shows two of the same density slices
overlaid with white circles to indicate identified dark matter haloes
more massive than our Mh = 3.4 × 108 h−1 M# completeness limit.
Circle sizes are proportional to the virial radius of each identified
halo. The difference in collapsed structures is striking between these
two simulations. For example, the void in the upper-left corner is
completely empty of any haloes in the 0.8 keV WDM run.

Fig. 4 provides a more quantitative demonstration of the differ-
ences in halo abundances from model to model, where each panel
shows the cumulative dark halo mass function at redshifts z = 6, 7,
8 and 13. The CDM result (dotted line with shading) is in all cases
above the WDM models (solid lines with shading, as labelled). An-
gulo et al. (2013) found a suppression of the halo mass function of
the form1

nWDM
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)]
. (5)

1 Strictly speaking Angulo et al. (2013) has α = 1 fixed; however, they also
correct for artificial haloes. We find that keeping α as a free fitting parameter
is necessary to provide reasonable fits, probably owing to a strong evolution
with redshift.

Figure 4. Shown are cumulative halo mass functions at selected redshifts
for our CDM and WDM simulations. Note how the suppression of WDM
increases with z. At z > 12 no dark matter haloes are identified at all in
the 0.8 keV WDM model. The central lines denote the simulated halo mass
function, while the shaded areas indicate jackknife uncertainties. The hori-
zontal dashed lines correspond to the known lower limit on the cumulative
galaxy abundance at each redshift based on the faintest HUDF observations;
assuming that galaxies reside in haloes, any viable mode must produce a
total abundance of haloes above this line. The point with 2σ error bar is
placed at the halo mass corresponding to the HUDF luminosity limit as
inferred from abundance matching, discussed in Section 3. For constraints,
we use the values of the galaxy luminosity functions observed and inferred
from the halo abundance-matching method, shown in Fig. 7.

We have verified this expression provides a good fit to
the WDM/CDM abundance ratio for z ! 10, with de-
creasing accuracy with increasing redshift. In our simula-
tions, at 109 M#, the 0.8 keV model is suppressed by more
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mX>1 keV N. Menci et al.: Constraining the Warm Dark Matter Particle Mass through Ultra-Deep UV Luminosity Functions at z=2

in fig. 2, where we also illustrate the effects of the theoretical uncertainties (sect. 2.1) in the computation of the DM mass function;
these are represented by the solid areas whose upper and lower bounds correspond to assuming a sharp-k filter or the suppression
factor N/NCDM , respectively.

Fig. 2. The predicted mass functions of galactic DM halos at z = 2 corresponding to different thermal relic masses mX are compared with the
observed abundance of faint galaxies from Alavi et al. (2014) with MUV = �13 (upper hatched rectangle) and MUV = �14 (lower hatched
rectangle). The height of the rectangles corresponds to the Poissonian errorbar given in Alavi et al. (2014), while their horizontal size corresponds
to different values of the star formation parameter ⌘ (see text), as indicated by the small horizontal axis. For each value of mX , we bracket the
uncertainties in the computation of the DM mass functions (discussed in Sect. 2.1) through the upper and lower bounds of the shaded regions,
which correspond to assuming a sharp-k filter or the suppression factor N/NCDM (accounting also for proto-halos), respectively.

The comparison (even allowing for an additional uncertainty of �CV ⇡ 0.13 in the observed density due to cosmic variance,
see Alavi et al. 2014) sets a firm lower limit mX � 1.8 keV for the value of the thermal relic mass: the corresponding value of the
sterile neutrino masses depends on the production scenarios (as discussed in Sect. 2.1) msterile & 4.6 keV for resonantly produced
sterile neutrinos. WDM models with smaller values of the particle mass predict too low abundances compared to the observed value
measured by Alavi et al. (2014) for any choice of the star formation efficiency ⌘. On the other hand, particle masses mX ⇠ 2 � 3
keV yield galaxy number densities consistent with observations for a wide range of ⌘, while In the limit of mX � 1 we recover the
generic CDM result that very inefficient star formation efficiency is required to match the observed galaxy abundances. We stress
that or results are conservative and are robust with respect to present uncertainties in the modelling of the WDM mass distribution
and - most important - with respect to the details in the baryonic physics. In particular, they are robust with respect to:
i) The specific value of the star formation efficiency ⌘ and consequently the effect of baryonic processes (like star formation,
feedback) determining the efficiency of star formation for given mass of the host DM halo. This is due to the fact that the ultra-deep
observations we are comparing with allow us to probe the DM halo mass function in the mass range around the half-mode mass
where the DM mass functions are characterized by a maximum value.
ii) The modeling of the effects of residual DM dispersion velocities on the mass function of DM haloes (see sect. 2.1): while in our
computation these have not been included, their effect would be to provide a sharper decrease of the mass function at small masses
(see, e.g., Benson et al. 2013), thus yielding tighter constraints.
iii) The kind of DM clumps hosting the UV emitting galaxies. In fact, the upper boundaries of the solid filled regions in fig. 2
correspond to predictions including also proto-halos (see discussion in Sect. 2.1).
iv) The possible effects of UV background and reionization. Indeed, such effects go in the direction of further suppressing the
abundance of galaxies in low-mass halos (Sawala et al. 2015), so our limits are conservative with respect to these processes.

We also note the importance of having pushed the magnitude limit of the measured luminosity functions to faint values. Indeed,
limiting the computation to MUV  �14 � 15 (see fig. 2) would only allow to obtain mX � 1, as indeed already obtained by Smith
et al. (2014) based on the UV luminosity functions at z > 4.

While our results are robust with respect to uncertainties in the modelling of baryon physics and of the halo mass distribution,
they descend from the observed number densities derived by Alavi et al. (2014) for the faintest galaxies in their sample. Thus, a
delicate issue is constituted by the analysis they adopted to measure the luminosity function at the faint end.

6

At masses close to the Half-Mode mass WDM mass functions exhibit a 
down turn. 
Observed galaxy densities larger than the maximum predicted abundance 
of a given WDM model would rule out the corresponding WDM particle 
mass independently of L/M relation

Constraints on mX from the abundance of low-mass galaxies: 
getting rid of degeneracy with astrophysics of gas and stars 

Probing the Half-mode mass of ~ 2 keV 
WDM models requires reaching MUV≈ -13



The high-z universe confronts WDM 1601

Figure 3. Simulation snapshots from CDM (left) and 0.8 keV WDM (right) overlaid with circles to indicate identified dark matter haloes that are more massive
than 3.4 × 108 h−1 M#. The size of the circle is proportional to the virial radius of each halo. The CDM slice is filled with collapsed structure at z = 6, while
the WDM slice is largely devoid of collapsed haloes that are massive enough for hydrogen cooling. Note that artificial haloes would show up as regularly
separated haloes in the filaments, suggesting that contamination by artificial haloes is likely negligible here.

2.3 Halo catalogues

We used the Amiga Halo Finder (AHF; Knollmann & Knebe 2009)
to identify haloes in our simulations. The halo mass Mh used in this
work is calculated using the overdensity (!vir) formula from Bryan
& Norman (1998) for our cosmology at each specific redshift. Note
that our conclusions do not change when using different overdensity
definitions, e.g. !200 = 200ρcrit. As explained above, to build our
mass–luminosity relation using the abundance-matching technique
we took into account the merger history of each halo and used
its maximal mass obtained over its lifetime Mpeak instead of Mh.
In any case, this correction turned to be small due to the lack of
sub-structure at high redshifts. We used a requirement of at least
40 simulation particles to constitute a halo, setting a halo mass
completeness limit of Mh = 3.4 × 108 h−1 M#.

Compared to the density maps shown in Fig. 2, the differences
between WDM and CDM become even more apparent when we
compare halo counts. Fig. 3 shows two of the same density slices
overlaid with white circles to indicate identified dark matter haloes
more massive than our Mh = 3.4 × 108 h−1 M# completeness limit.
Circle sizes are proportional to the virial radius of each identified
halo. The difference in collapsed structures is striking between these
two simulations. For example, the void in the upper-left corner is
completely empty of any haloes in the 0.8 keV WDM run.

Fig. 4 provides a more quantitative demonstration of the differ-
ences in halo abundances from model to model, where each panel
shows the cumulative dark halo mass function at redshifts z = 6, 7,
8 and 13. The CDM result (dotted line with shading) is in all cases
above the WDM models (solid lines with shading, as labelled). An-
gulo et al. (2013) found a suppression of the halo mass function of
the form1

nWDM

nCDM
(M) = 1

2

(
1 + M1

M

)−α [
1 + erf

(
log

M

M2

)]
. (5)

1 Strictly speaking Angulo et al. (2013) has α = 1 fixed; however, they also
correct for artificial haloes. We find that keeping α as a free fitting parameter
is necessary to provide reasonable fits, probably owing to a strong evolution
with redshift.

Figure 4. Shown are cumulative halo mass functions at selected redshifts
for our CDM and WDM simulations. Note how the suppression of WDM
increases with z. At z > 12 no dark matter haloes are identified at all in
the 0.8 keV WDM model. The central lines denote the simulated halo mass
function, while the shaded areas indicate jackknife uncertainties. The hori-
zontal dashed lines correspond to the known lower limit on the cumulative
galaxy abundance at each redshift based on the faintest HUDF observations;
assuming that galaxies reside in haloes, any viable mode must produce a
total abundance of haloes above this line. The point with 2σ error bar is
placed at the halo mass corresponding to the HUDF luminosity limit as
inferred from abundance matching, discussed in Section 3. For constraints,
we use the values of the galaxy luminosity functions observed and inferred
from the halo abundance-matching method, shown in Fig. 7.

We have verified this expression provides a good fit to
the WDM/CDM abundance ratio for z ! 10, with de-
creasing accuracy with increasing redshift. In our simula-
tions, at 109 M#, the 0.8 keV model is suppressed by more
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mX>1 keV Probing the Half-mode mass of ~ 2 keV 
WDM models requires reaching MUV≈ -13
much, much deeper than present limit of HST 

HUDF
limit

JWST
limit

At masses close to the Half-Mode mass WDM mass functions exhibit a 
down turn. 
Observed galaxy densities larger than the maximum predicted abundance 
of a given WDM model would rule out the corresponding WDM particle 
mass independently of L/M relation

Constraints on mX from the abundance of low-mass galaxies: 
getting rid of degeneracy with astrophysics of gas and stars 
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Clusters as lensing 
telescopes
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Abell 2744
Cluster 

a model of the cluster’s ‘optics’ gives us the magnification power
model credit: J. Richard, CATS team
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background galaxies are magnified by factors up to ~10-20, 
providing the deepest yet view of the universe
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background galaxies are magnified by factors up to ~10-20, 
providing the deepest yet view of the universe

lensed galaxies
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Take observed fluxes  x  lensing magnifications (average ~1.8x,  max ~80x)

� intrinsically faintest Frontier Fields galaxies  ~2.5 magnitudes (10x) fainter than
    Ultra Deep Field (blue dashed line)

Deepest view yet into the distant universe:

HUDF12 HUDF12

Intrinsically Fainter !Observed Fainter !
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A single cluster lens provided a significant step forward

The Astrophysical Journal, 780:143 (14pp), 2014 January 10 Alavi et al.
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Figure 7. UV luminosity function at z ∼ 2. The black circles are our binned luminosity function values computed by using Equation (14). The red filled squares and
the green open triangles are the LFs from Oesch et al. (2010a) and Hathi et al. (2010), respectively, which are selected in a similar manner to our sample and are at the
same redshift (z ∼ 2). Gray open diamonds and gray open squares are the LFs at slightly higher redshift (z ∼ 2.3) from Reddy & Steidel (2009) and Sawicki (2012),
respectively. The black solid line is the best unbinned maximum likelihood fit to the whole sample of our data and Oesch et al. (2010a). The inset shows the 68% (1σ )
and 95% (2σ ) confidence contours of the Schechter parameters.
(A color version of this figure is available in the online journal.)

using the maximum likelihood approach. The difference be-
tween the new estimates of each Schechter parameter and what
we found before, is less than 4% of the previously determined
uncertainty of each parameter. We conclude that our simulation
has converged for the adopted number of line-of-sights (300,
see Section 4).

5.1. Cosmic Variance

The cosmic variance uncertainty σCV in the galaxy number
counts can be estimated through the effective volume of the
survey, the survey geometry, and an estimate of the typical
clustering bias of the discovered sources. In what follows, we
compute the cosmic variance uncertainty for the lensed field.

The effective volume of our survey has been calculated using
the methods described in Section 5. We use these effective
volumes and the selection function of the survey with redshift
to determine the root-mean-squared (RMS) density fluctuations
σρ expected in our survey volume given its pencil beam
geometry, following the methodology of Robertson (2010).
We find these density fluctuations to be σρ ≈ 0.1, which is
determined largely by the line-of-sight extent of the pencil beam
survey (the comoving radial distance over the redshift range
1.75 ! z ! 2.35 where our selection is efficient) and the linear
growth factor D(z ∼ 2) ≈ 0.4 (Robertson et al. 2013).

To determine the cosmic variance uncertainty in the galaxy
counts, we perform a simple abundance matching calculation
(e.g., Conroy et al. 2006; Conroy & Wechsler 2009) assigning
galaxies in our survey approximate halo masses and clustering
bias based on their volume abundances. For galaxies in our sur-
vey, the estimated bias is b ∼ 1.2–2.6, providing a cosmic vari-
ance uncertainty of σCV ≈ 0.12–0.25 (e.g., Robertson 2010),
comparable to our fractional Poisson uncertainty 1/

√
N ≈ 0.13.

We therefore expect that cosmic variance does not strongly in-
fluence the LF results. Further, since cosmic variance instills a
covariance in the galaxy number counts as a function of lumi-
nosity (see, e.g., Robertson 2010), if our survey probes either
an over- or under-dense region compared to the cosmic mean
the covariance in the counts should have little effect on the in-
trinsic shape of the LF (especially at faint magnitudes where
the galaxies are nearly unbiased tracers of the dark matter). Our
faint-end slope determination is therefore expected to be ro-
bust against systematic considerations owing to cosmic variance
uncertainties.

6. UV SPECTRAL SLOPE

The UV continuum of galaxies can be approximated as a
power law, fλ ∝ λβ (Calzetti et al. 1994). The UV spectral
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Deepest Luminosity
Function measured 

so far at z=2

Magnifications between
30 and 300

Statistics is still poor
4 galaxies in the faintest bins

-14 ≤ MUV≤ -13

Deep ultraviolet imaging of the lensing cluster A1689 with the WFC3/
UVIS camera on Hubble Space Telescope in the F275W (30 orbits) and 
F336W (4 orbits) filters. 
Identify z ∼ 2 star-forming galaxies via their Lyman break. Because of 
the unprecedented depth of the images and the large magnification 
provided by the lensing cluster, we detect galaxies 100× fainter than 
previous surveys at this redshift. 
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A single cluster lens provided mX>1.8 keV (thermal relic mass)

The result is robust with respect to 
The effect of baryonic processes 
included in η. Observations probe the mass 
function in the mass range around the half-mode 
mass where the DM mass functions are 
characterized by a maximum value.

The modeling of residual DM 
dispersion velocities.Their would yield a 
sharper decrease of the mass function at small 
masses (see, e.g., Benson et al. 2013), thus 
yielding tighter constraints.

The kind of DM clumps hosting the 
UV emitting galaxies. In fact, the upper 
boundaries of the solid filled regions correspond to 
predictions including also proto-halos.

The possible effects of UV 
background and reionization. Such 
effects would further suppress the abundance of 
galaxies in low-mass halos (Sawala et al. 2015).

lower mX do not provide the observed 
abundance. Note: baryonic processes can 
make the LF flatter but not steeper !

N. Menci et al.: Constraining the Warm Dark Matter Particle Mass through Ultra-Deep UV Luminosity Functions at z=2

in fig. 2, where we also illustrate the effects of the theoretical uncertainties (sect. 2.1) in the computation of the DM mass function;
these are represented by the solid areas whose upper and lower bounds correspond to assuming a sharp-k filter or the suppression
factor N/NCDM , respectively.

Fig. 2. The predicted mass functions of galactic DM halos at z = 2 corresponding to different thermal relic masses mX are compared with the
observed abundance of faint galaxies from Alavi et al. (2014) with MUV = �13 (upper hatched rectangle) and MUV = �14 (lower hatched
rectangle). The height of the rectangles corresponds to the Poissonian errorbar given in Alavi et al. (2014), while their horizontal size corresponds
to different values of the star formation parameter ⌘ (see text), as indicated by the small horizontal axis. For each value of mX , we bracket the
uncertainties in the computation of the DM mass functions (discussed in Sect. 2.1) through the upper and lower bounds of the shaded regions,
which correspond to assuming a sharp-k filter or the suppression factor N/NCDM (accounting also for proto-halos), respectively.

The comparison (even allowing for an additional uncertainty of �CV ⇡ 0.13 in the observed density due to cosmic variance,
see Alavi et al. 2014) sets a firm lower limit mX � 1.8 keV for the value of the thermal relic mass: the corresponding value of the
sterile neutrino masses depends on the production scenarios (as discussed in Sect. 2.1) msterile & 4.6 keV for resonantly produced
sterile neutrinos. WDM models with smaller values of the particle mass predict too low abundances compared to the observed value
measured by Alavi et al. (2014) for any choice of the star formation efficiency ⌘. On the other hand, particle masses mX ⇠ 2 � 3
keV yield galaxy number densities consistent with observations for a wide range of ⌘, while In the limit of mX � 1 we recover the
generic CDM result that very inefficient star formation efficiency is required to match the observed galaxy abundances. We stress
that or results are conservative and are robust with respect to present uncertainties in the modelling of the WDM mass distribution
and - most important - with respect to the details in the baryonic physics. In particular, they are robust with respect to:
i) The specific value of the star formation efficiency ⌘ and consequently the effect of baryonic processes (like star formation,
feedback) determining the efficiency of star formation for given mass of the host DM halo. This is due to the fact that the ultra-deep
observations we are comparing with allow us to probe the DM halo mass function in the mass range around the half-mode mass
where the DM mass functions are characterized by a maximum value.
ii) The modeling of the effects of residual DM dispersion velocities on the mass function of DM haloes (see sect. 2.1): while in our
computation these have not been included, their effect would be to provide a sharper decrease of the mass function at small masses
(see, e.g., Benson et al. 2013), thus yielding tighter constraints.
iii) The kind of DM clumps hosting the UV emitting galaxies. In fact, the upper boundaries of the solid filled regions in fig. 2
correspond to predictions including also proto-halos (see discussion in Sect. 2.1).
iv) The possible effects of UV background and reionization. Indeed, such effects go in the direction of further suppressing the
abundance of galaxies in low-mass halos (Sawala et al. 2015), so our limits are conservative with respect to these processes.

We also note the importance of having pushed the magnitude limit of the measured luminosity functions to faint values. Indeed,
limiting the computation to MUV  �14 � 15 (see fig. 2) would only allow to obtain mX � 1, as indeed already obtained by Smith
et al. (2014) based on the UV luminosity functions at z > 4.

While our results are robust with respect to uncertainties in the modelling of baryon physics and of the halo mass distribution,
they descend from the observed number densities derived by Alavi et al. (2014) for the faintest galaxies in their sample. Thus, a
delicate issue is constituted by the analysis they adopted to measure the luminosity function at the faint end.
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Recently Livermore, Finkelstein, Lotz 2016
obtained LFs of z=6 galaxies down to MUV=-12.5

Based on 2 HFF lensing clusters Abell 2744 and MACS 0416

164 galaxies at z>6

NM et al. 2016

8 Livermore, Finkelstein & Lotz

Figure 6. V606, I814, J125 image of Abell 2744 (left) and MACS 0416 (right). The critical line at z = 7 from the CATS team
model (Jauzac et al. 2015a) is shown in red. The positions of the high-z galaxy sample at z =6, 7, 8 and 9 are indicated by
green, cyan, magenta and yellow circles respectively.
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Figure 7. Postage stamp image of a2744 z6 3341, from the z ∼ 6 sample detected in the Abell 2744 cluster field. The circle
shows a 0.4” aperture. This galaxy is magnified by a factor ∼ 20×, giving it an intrinsic UV magnitude of MUV = −14.54, but
was not detected in previous studies due to the bright foreground object close to the line of sight (top row). It is easily detected
in the wavelet-subtracted images (lower row).

foreground galaxies in this region that have hampered
previous efforts to detect faint background sources. In
Figure 7, we show an example of a z ∼ 6 galaxy close
to the line of sight of several foreground galaxies, which
was not detected by Atek et al. (2015a). Subtraction
of these foreground galaxies substantially improves the
detection significance of the background source.

4.4. Lensing Magnification

Magnification estimates are highly sensitive to sub-
structure within the cluster, so for this work we make
use of the full range of possible lens models produced

for the Frontier Fields by seven independent teams who
use different assumptions and methodologies. The de-
tails of the models and the products are available on
the MAST archive website, and we summarize the char-
acteristics of the different models in Table 2. The pri-
mary difference is that some models assume that the
mass in the cluster is traced by the luminous galax-
ies, while others operate without that assumption. The
light-traces-mass assumption has been well tested and
proven to improve the accuracy of lens models, but at
the expense of flexibility (Zitrin et al. 2010, 2011); mod-
els that do not assume that light traces mass allow a

Postage stamp image of a2744 z6 3341, from the z ∼ 6 sample detected in the Abell 2744 
cluster field. The circle shows a 0.4” aperture. This galaxy is magnified by a factor ∼ 20×, 
giving it an intrinsic UV magnitude of MUV = −14.54, but was not detected in previous 
studies due to the bright foreground object close to the line of sight (top row). It is easily 
detected in the wavelet-subtracted images (lower row

Lensing magnifications >50X 

Magnifications have been derived by adopting the full 
range of possible lens models produced for the HFF 
by seven independent groups who used different 
assumptions and methodologies.

Such measurements have been shown to 
provide important constraints on the 
contribution to reionization, and on the 
star formation and feedback processes of 
primeval galaxies.



Recently Livermore, Finkelstein, Lotz 2016
obtained LFs of z=6 galaxies down to MUV=-12.5

When compared with maximum number density of DM halos in WDM models 

we find a limit   mX>3  keV (1σ),  mX>2,4 keV  (2σ) 

The tighter limits on mX derived so far independently of astrophysical processes

NM et al. 2016

NM NM, Grazian, Castellano, Sanchez 2016 No matter what are the gas and star formation 
processes involved in galaxy formation
visible galaxies cannot outnumber their host 
DM haloes
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Comparison with previous limits based on galaxy abundances

1

0.5

0

-0.5

-1

-1.5

-2

1 1.3 2 2.31.6 2.6 3 3.3 3.7 >4

2 4 6 8

mX (keV)

redshift

lo
g 
Φ/

M
pc

-3
 

Data from
Alavi et al. 2015          z=2
Parsa et al. 2015         z=3-4
Livermore et al. 2016  z>6

NM+2016b



����� ����� ����� � �� ���
���

���

���

���

���

���

� [�/�	
]

�/
� �

�
�

�
�


�

Model A

Model B

Model C

Model D

The ultra-deep LF at z=6 constitute an extremely powerful probe
Ex. sterile neutrinos from scalar decay (Merle 2016)

courtesy A. Merle 



NM NM, Grazian, Castellano, Sanchez 2016

Wave DM (ultra-light axion like DM mX~10-22 ev) is ruled out

Marsch et al. 2015

Schive et al. 2016
High-z Galaxies in  DM 5

Fig. 3.— Density field at z = 4 for  DM simulations with m22 =
1.6 in a 15h�1 Mpc box. Each image displays a projected field for
a 3h�1 Mpc thick slab with a size of 2.70 ⇥ 1.35h�1 Mpc. White
and red circles show halos more massive than 2 ⇥ 107 M� in the
5123 and 10243 simulations, respectively, where the radii of circles
equal the halos’ virial radii. The most massive halo has a mass of
⇠ 1⇥1012 M�. The upper panel shows both genuine and spurious
halos, while the lower panel only shows genuine halos. Suspicious
low-mass halos, which are mostly confined along filaments and have
no clear counterparts in the 5123 and 10243 runs, are identified as
spurious, while only massive halos with a good match between low-
and high-resolution simulations are regarded as genuine.

cut-o↵ su↵er from the formation of spurious halos, espe-
cially at low masses (Wang & White 2007; Angulo et al.
2013; Schneider et al. 2013).
These spurious halos are caused by artificial fragmen-

tation due to numerical artifacts (Wang & White 2007),
and are mostly confined along cosmic filaments (see Fig.
3, upper panel). They outnumber genuine halos below a
characteristic mass, which linearly depends on the mean
interparticle separation (Wang & White 2007), result-
ing in a prominent upturn in MF at the low-mass end
(see Fig. 4, open symbols). We define ‘protohalo’ as
the initial particle positions of an identified halo. Lovell
et al. (2014) showed that the protohalos of genuine and
spurious halos have distinct features. Genuine protoha-
los are spheroidal and have a good match between low-
and high-resolution simulations, while spurious protoha-
los have disc-like shapes and their masses and positions
are sensitive to the simulation resolution, and thus do not
have clear counterparts in simulations with di↵erent res-
olution. To identify and remove these artificial halos, we
thus adopt a similar approach suggested by Lovell et al.
(2014) based on the shape of the protohalos and the spa-
tial overlap between low-resolution protohalos and their
high-resolution counterparts. See Appendix A for a more
detailed description of the algorithms adopted.
Figure 4 shows the halo MF obtained in our simu-

lations. For comparison, we show both the ‘original’
MF (containing both genuine and spurious halos) in
the 30h�1 Mpc simulations with 10243 particles, and
the ‘genuine’ MF (with spurious halos removed) in the

Fig. 4.— Halo mass function (MF) in logarithmic mass bins.
The open symbols represent the original MF containing both gen-
uine and spurious halos in the 30h�1 Mpc simulations with 10243

particles, and the filled symbols show the genuine MF with spuri-
ous halos removed in the 15h�1 Mpc simulations using 5123 and
10243 particles for estimating the spatial overlap factor. The spu-
rious halos outnumber genuine halos at low masses, resulting in
an unphysical upturn at the low-mass end of the original MF, es-
pecially for lower m22. By contrast, the genuine MF reveals a
prominent drop at the low-mass end, as anticipated and seen in
our high-resolution wave-based simulations, reported earlier. The
shaded regions indicate the uncertainties of genuine MF by varying
Scut and Ocut by ±20% (see Appendix A). Various lines show the
analytic form, Equation (7), which fit the simulation results well.
Arrows mark the minimum  DM halo masses proposed by S14b
for m22 = 0.8.

15h�1 Mpc simulations using 5123 and 10243 particles
for estimating the spatial overlap factor. The original
 DM MF shows a prominent upturn at the low-mass
end due to the contamination from spurious halos, es-
pecially for lower m22. By contrast, the genuine  DM
MF features a clear drop at low masses for all redshifts
and particle masses, apparently di↵erent from CDM and
in agreement with the expectation from a sharp break
in the  DM initial power spectra. It is also consistent
with the minimum  DM halo mass at z & 1 proposed by

S14b, Mmin = 3.7⇥ 107 m�3/2
22 (1 + z)3/4 M� (indicated

by arrows in Fig. 4 for m22 = 0.8). On the other hand,
the original and genuine CDM MFs are almost indis-
tinguishable, which is no surprise since we assume most
CDM halos are genuine when calibrating the thresholds
for removing spurious halos.
The shaded regions in Figure 4 indicate the uncer-

tainties of genuine  DM MF by varying Scut and Ocut

by ±20% (see Appendix A). It shows that the finding
of strong suppression of low-mass halos in  DM is re-
liable, but the exact slope at the low-mass end is still
uncertain. In the high-mass end (Mh & 1011 M�) the
original MF is smoother because of a larger simulation
box. Note, however, that in the intermediate mass range
(Mh ⇠ 3 ⇥ 109 � 1 ⇥ 1011 M�) the original and genuine
MFs are reasonably consistent with each other, suggest-
ing that in this mass range (i) most halos are genuine and
(ii) a 15h�1 Mpc simulation box is su�cient to obtain an
accurate MF. These results make the  DM MF obtained
in this work more robust for the purpose of comparing
with observations.

Matching the dwarf profiles requires m22<1.2, but abundances rule out m22<5



Conclusions

Unsolved issues exist in current CDM galaxy formation model at small mass 
scales M ≲109 M⊙

WDM models with spectra corresponding to thermal relic mass mX~ keV 
constitute viable solutions provided mX < 4 keV (models with larger mX are 
undistinguishable from CDM as far as galaxy formation is concerned)

The tremendous improvement in the observations of faint galaxies at high 
redshift through WFC3+lensing (HFF) allows to measure the abundance of z=6 
galaxies down to MUV=-12.5.  This allows to set strong limits on mX.

mX > 2.4 keV at 2-σ level
independent on the modeling of astrophysical processes involving  of gas and 
star formation
This corresponds to msterile >7 keV for neutrinos produced via the Dodelson-
Widrow mechanism

IF sterile neutrinos are the origin of the 3.5 keV line observed in spectra of X-
ray clusters (i.e., msterile=7 keV) the above limit on mX rules out the Dodelson-
Widrow model for the production of sterile neutrino from oscillations with 
active neutrinos.


