
Asantha Cooray, UC Irvine                                                                                                                                          Chalonge July 2014 Paris

Infrared Background and IR Anisotropies 

Asantha Cooray

 
10

Fig. 9.— The sky maps of the CII emission at z = 6, 7 and 8
from top to bottom, respectively using De Lucia & Blaizot (2007)
simulations to calculate the CII line intensities. Each of these maps
span 3 degrees in each direction and the color bar to the right show
the intensity scaling in units of Jy/sr.

Fig. 10.— The contaminated CII total power spectrum P cont
CII

(black solid lines) at z = 6, z = 7 and z = 8. The CII total power
spectrum P tot

CII is calculated from the hot gas in the simulation (red
solid line) (note that the P cont

CII and P tot
CII are almost overlapped

at z = 6 and z = 7 because of the relatively smaller CO line
contamination). The other long dashed and green dotted lines are
calculated with the LCO(m−n) given in Visbal & Loeb (2010). The
green dotted lines from upper to lower are CO(7-6), CO(8-7) ...
CO(13-12) respectively.

Here we calculate the power spectra for the CII-21cm
correlation using the correlation between the matter den-
sity field and the 21cm brightness temperature obtained
from a simulation made using the Simfast21 code (Santos
et al. 2010), with the further modifications described in
(Santos et al. 2011) to take into account the unresolved
halos. This code uses a semi-numerical scheme in order
to simulate the 21cm signal from the Reionization Epoch.
The simulation generated has boxes with a resolution of
18003 cells and a size of L=1Gpc. With an ionizing effi-
ciency of 6.5 we have obtained the mean neutral fraction
fraction of 0.05, 0.35, and 0.62 and an average bright-
ness temperature of 0.63 mK, 6.44 mK, and 14.41 mK
for z = 6, z = 7, and z = 8 respectively. The power
spectrum of 21-cm emission is also shown in Fig. 11, the
blue dashed error bars are estimated from the LOFAR
and the red solid ones are from the SKA (see Table 2 for
experimental parameters).

In Fig. 12, we show the cross power spectrum of the
CII and 21-cm emission line (red thick lines) and 1σ un-
certainty (red thin lines) at z = 6, z = 7 and z = 8. The
error bars of the cross power spectrum are obtained by
the assumed milimeter spectrometeric survey with 1 m
and 10m aperture for CII line and LOFAR (left panel)
and SKA (right panel) for 21-cm emission. Note that
the correlation is negative on large scales (small k) when
the correlation between the ionization fraction and the
matter density dominates and positive on small scales
when the matter density auto-correlation is dominating.
This can be seen by looking at the expression for the



Asantha Cooray, UC Irvine                                                                                                                                          Chalonge July 2014 Paris

    

	
 	
 	

• Fluctuations in the near-IR background with Spitzer and Hubble
  (will mention CIBER; but no results here; papers submitted)

• CIBER (happening now) and ZEBRA (wish it is happening)

• Fluctuations in the far-IR background with Herschel

• Intensity mapping of CII in sub-mm as a probe of reionization
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(Twitter summaries for each section)
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Status of Cosmic IR Background Measurements



Near-IR background Light is a probe of reionization
Even if faint sources are individually undetected, their presence 
is visible in the absolute intensity of the near-IR background.

• Calculation consistent with HST/WFC3 UV LFs and reionization histories.
• The predicted  z > 6 background intensity ~ 0.1 to 0.3 nW/m2/sr between 1 to 3 microns.
• This is small and challenging to measure with absolute experiments at 1 AU; A small 
instrument outside of the zodiacal light cloud > 5 AU is necessary.
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Instead of the absolute total IRB intensity, measure anisotropies or 
fluctuations of the intensity (just like in CMB). 
IRB anisotropies probe substantially below 0.1 nW/m2/sr  intensity.  
   (Cooray, Bock, Keating, Lange & Matsumoto 2004, ApJ)

High-z galaxies? Study IRB anisotropies.
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IR Background Fluctuations Measurements
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GOODS
CDF-S

COSMOS

What do we do?
Measure statistics of “empty” pixels.

If unresolved faint galaxies are hidden in 
noise, then there is a clustering excess 
above noise 

Challenges: > 10 million of pixels  (higher 
complexity than analyzing CMB data.)

We also mask > 50% of pixels (GOODS we 
masked 70% of pixels). 

Techniques to handle mask - borrowed from 
CMB analyses.  

IR Background Fluctuations Measurements
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• First detection reported by Kashlinksy 
et al. 2005, Nature with Spitzer at 3.5 
and 4.5 µm  (also Kashlinsky et al. 2007, 
2012)
 Explained as z > 8 first-light galaxies 
with PopIII stars.

• Thompson et al. 2007 report HST/ 
NICMOS measurements, which are 
argued to be inconsistent with 
Kashlinsky interpretation for  z > 8 
sources

IR Background Fluctuations Measurements
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The IRAC Shallow Survey
(Eisenhardt et al. 2004)

IRAC, 4-band
~10 deg2

4 epochs (2004-2009)
~250 hr w/ IRAC
~80,000 images
90 sec/epoch/pos’n
PI: Dan Stern (JPL)

SDWFS: Spitzer Deep Wide Field Survey
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Spitzer Background Fluctuations in SDWFS

Standard Spitzer software, MOPEX Our self-calibrated mosaic

Self-calibrated mosaics are aimed at preserving the background, unlike MOPEX and HST 
multi-drizzle for WFC3.   Based on works by Fixsen et al. 1998 & Arendt et al. 2010
(Our internal code is cross-checked against Rick Arendt’s routines).

Cooray et al. 2012, Nature, 490, 514
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MOSAIC MAP
Mask map. (Sextractor)
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Spitzer Background Fluctuations in SDWFS
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Mode-coupling due to masked sources

The Matrix itself.

Cooray et al. 2012, Nature, 490, 514
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,

Figure S 3: The cross power spectra of the sum of multi-epoch maps. The cross-correlation
power spectra of different epoch summed maps with 3.6 µm (top) and 4.5 µm (bottom) shown
separately. The average of the summed maps are taken to be the power spectrum. The notation
(a+b)× (c+d) indicates a cross correlation between the average of the a+b and the c+d epochs.

should not be the dominant systematic effect in the present analysis. The cross-correlations using
sum maps of epochs 1 to 4 are shown in Fig. S3.
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Figure S 3: The cross power spectra of the sum of multi-epoch maps. The cross-correlation
power spectra of different epoch summed maps with 3.6 µm (top) and 4.5 µm (bottom) shown
separately. The average of the summed maps are taken to be the power spectrum. The notation
(a+b)× (c+d) indicates a cross correlation between the average of the a+b and the c+d epochs.

should not be the dominant systematic effect in the present analysis. The cross-correlations using
sum maps of epochs 1 to 4 are shown in Fig. S3.
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,

Figure S 4: The cross power spectra of the difference of multi-epoch maps. The cross-
correlation power spectra of the difference of multi-epoch maps between epochs 1 to 4 with 3.6
µm (top) and 4.5 µm (bottom) shown separately. The cross-correlations are consistent with zero
and the variance between the different cross-correlations provide one part of the final error budget
associated with the power spectrum measurement.
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Figure S 4: The cross power spectra of the difference of multi-epoch maps. The cross-
correlation power spectra of the difference of multi-epoch maps between epochs 1 to 4 with 3.6
µm (top) and 4.5 µm (bottom) shown separately. The cross-correlations are consistent with zero
and the variance between the different cross-correlations provide one part of the final error budget
associated with the power spectrum measurement.
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Cooray et al. 2012, Nature, 490, 514Cooray et al. 2012, Nature, 490, 514
Spitzer Background Fluctuations in SDWFS
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Spitzer fluctuations are real! Not an instrumental systematic nor zodiacal light.     
Its extragalactic, repeatable, time-independent.

,

Figure S 11: The angular power spectrum of near-IR anisotropies. The angular power spectrum
of near-IR anisotropies measured with SDWFS at 3.6 and 4.5 µm. The 1 σ error bars include all
uncertainties we have discussed in the Supplement and the measurements are beam corrected.
We also compare our measurements to existing results12 where we find a general agreement on
clustering. The large-ℓ difference between the two datasets reflect the depth of the point source
identification and removal in the mask.

17

Cooray et al. 2012, Nature, 490, 514Cooray et al. 2012, Nature, 490, 514

 
Kashlinsky et al.
SEDS data are
deeper than SDWFS
(so more point
sources are masked)

1 Degree 30 arcsec

Spitzer Background Fluctuations in SDWFS
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12

Measured shot-noise
agrees with prediction
for faint galaxies
below the detection
threshold
(Helgason et al. 2012)

Cooray et al. 2012, Nature, 490, 514Cooray et al. 2012, Nature, 490, 514

faint low-z 
galaxies

high-z galaxies

Argues against a new source  population to explain the observations

What is the origin of these IR fluctuations?

Spitzer Background Fluctuations in SDWFS
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Cooray et al. 2012, Nature, 490, 514
   Intra-halo light in galaxy-scale dark matter halos

z ~ 1 to 5 IHL fraction from 
IR fluctuations

(z=0 IHL and ICL 
predictions)

 
Intra-halo light

What is the origin of these IR fluctuations?

 
Intra-cluster light

   Intra-halo light 

 
Intrahalo light:
stars outside of the galactic
disks and in the outskirts
of dark matter halos
due to tidal stripping
and galaxy mergers.

Simulation/theory predictions:
Purcell et al.  2007
Watson et al. 2012
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Figure 1. The redshift distribution of the entire LRG candidate
sample (black contour) overlaid with the cuts applied in this study
(red area). The mean value of the selected sample is z ∼0.34. The
resultant r-magnitude distribution is also shown, along with the
overall LRG r-magnitude distribution, in the top-right corner.

We selected galaxy images for this study from the
Sloan Digital Sky Survey (SDSS, Abazajian et al. 2009)
including all objects classified as Luminous Red Galax-
ies (LRG) that have a spectroscopic redshift measure-
ment. LRGs are intrinsically red and luminous objects
that were identified as such from their central surface
brightness and location on a rotated color-color diagram
(for full details see Eisenstein et al. 2001). This selec-
tion is aimed at finding the most luminous red galaxies
in the nearby Universe (L ≥ 3L⋆) out to a redshift of
z = 0.5. Being some of the most massive galaxies in
SDSS, LRGs occupy the high end of the stellar mass
spectrum between 1011M

⊙
and a few times 1012M

⊙
.

Roughly 90% of all LRGs are central halo galaxies and
they mainly reside in groups with a typical halo mass of a
few times 1013M

⊙
(Wake et al. 2008; Zheng et al. 2009;

Reid & Spergel 2009).
The seventh data release of SDSS (DR7) includes

188366 spectroscopic LRGs over a wide range of redshifts
and apparent magnitudes. The redshift distribution has
two main populations peaking at z ∼0.05 and z ∼0.34.
The lower redshift LRG candidates are predominantly
a contamination sub-sample of fainter, lower mass red
galaxies. In order to assure that our sample is indeed
composed of high mass, luminous red galaxies we selected
objects with a narrow distribution of redshifts around the
high-z peak. This selection also ensures that galaxies in
this distance and brightness ranges do not suffer from
significant size and mass evolution within the sample.
The main sample used in this study comprises 55650

galaxies in a redshift range 0.28≤z≤0.40 with mean red-
shift <z>=0.34, resulting in an apparent r-magnitude
range of 18.5±0.4 (figure 1). In fact, 99% of the
sample falls within the flux limit of cut I, as defined
by Eisenstein et al. (2001), making it approximately
volume-limited. From this master list we excluded 12750

Figure 2. Image preparation for stacking: thumbnails of size
200”x200” pixels were cut around each LRG while all other ob-
jects in the field were masked out. The stack in the top-left corner
was made using more than 42550 LRG images and can be traced
to a radius greater than 100 kpc.

galaxies (23%) where more than 75% of the central
5”×5” had to be masked out due to close proximity to
another object (masking details in subsection 2.2). In
addition, we excluded 293 (<1%) of the LRGs because
of varying sky levels in the frame caused by close proxim-
ity to a bright star in or just outside of the field. Finally,
we excluded 28 (<0.1%) images of galaxies with apparent
r-magnitude outside of the selected range (details in sub-
section 2.3). The final sample consists of 42579 galaxies.

2.2. Preparing the images for stacking

We acquired imaging data for the fields containing the
selected galaxies from the SDSS archive in all five bands:
u, g, r, i and z, corresponding to central wavelengths of
355.1nm, 468.6nm, 616.5nm, 748.1nm and 893.1nm, re-
spectively. For each selected object we cut out a square
region of roughly 200”×200” (950 kpc at z = 0.34), cen-
tered on the galaxy, from the five ugriz field images. We
then shifted the resulting thumbnails using cubic con-
volution interpolation to center the main galaxy on the
central pixel. Parts of the resulting thumbnails which
extended beyond the SDSS stripe edge where given zero
weight in the stacked images.
In order to detect and mask out any foreground and

background objects we created a masking template by
combining the thumbnails of three of the optical bands
(r, i and z). This increased the signal-to-noise ratio of the
template by a factor of roughly

√
3 compared to the in-

dividual frames, thus enabling us to unveil more sources
in the field. We then ran SExtractor (Bertin & Arnouts
1996) on the combined image and detected all the ob-
jects in the frame. We set the detection threshold to
a value of 1.4 times the standard deviation above the
background RMS level and used AUTO photometry to
extract Kron radii for the detected objects. Finally we
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Figure 9. A comparison between the light profiles of our LRG r-
band stack and the ICL profile from Zibetti et al. (2005). The ICL
profile departs from a single parameter Sérsic model at 50 kpc, or
double the departure radius of 100 kpc that is observed in the LRG
stack. This suggests a more significant population of intergalactic
stars in massive clusters than in groups.

describes the inner stellar body. Alternatively, this ex-
cess light may simply be the residual background in the
images, reflecting unresolved light from the group envi-
ronment in which LRGs typically reside.
Excess light was also observed by Z05, who studied

the ICL around brightest cluster galaxies from a stack of
683 SDSS images. Such galaxies typically live in dense
halos with total mass of 1014 to 1015M⊙ and are inher-
ently different from LRGs whose group halos are a few
times 1013M⊙ in mass. Z05 found that in clusters, this
“extra light” constitutes only a small fraction of the to-
tal cluster profile, accounting for less than 11% of the
light inside of 500 kpc. Nevertheless, the ICL profile de-
parts from a single parameter Sérsic model already at
r ∼ 50kpc, compared to the departure radius of 100 kpc
that is observed in our LRG stacks (figure 9). This sug-
gests that the massive clusters studied by Z05 may more
readily support a population of intergalactic stars than
the groups in which LRGs reside. In their paper Z05
correct their light profiles for unresolved cluster sources
using the luminosity function given by Mobasher et al.
(2003). We note that the PSF, which is not deconvolved
from the ICL+BCG profiles presented in Z05 may scat-
ter light at all radii and increase the errors of the Sérsic
model fit.
Unlike the outer parts of LRGs, the centers of these

galaxies are not well resolved in our stacks. Studies uti-
lizing high resolution HST images showed that the pro-
file at the inner parts of nearby ellipticals often departs
from the Sérsic model that traces their outskirts. More
specifically, the most massive ellipticals exhibit flattened
central light profiles (e.g., Lauer 1985; Kormendy et al.
1994; Lauer et al. 1995; Faber et al. 1997). Recently,
Kormendy et al. (2009) used a compilation of HST and

Figure 10. The radial stellar light fraction of the r-band stack
in four radius bins of 20,100,200 and 300 kpc. Note that a non-
negligible fraction of the light is detected in the extreme outskirts
of the stack.

ground based data to show that although well fitted by a
Sérsic model out to large radii, the most massive Virgo el-
lipticals exhibit 1 kpc scale cores. In our stacks we cannot
resolve such physical scales as 1 pixel in the SDSS data is
equivalent to 1.9 kpc at the stack mean redshift of 0.34.
We are nevertheless able to confirm the excellent fit of
massive elliptical galaxy profiles to a single Sérsic profile
out to a few effective radii that Kormendy et al. (2009)
found for individual Virgo galaxies (reaching ∆µλ ≥ 0.2
mag arcsec2 at rλ ≥ 100 kpc).

4.2. How much light is missed?

The deep stacks allow us to test how much light is
missed in typical studies of the profiles of individual
LRGs and derive a correction factor that can be applied
in such cases. To do so we first selected all the LRGs in a
single magnitude bin, 18.0≤mr<18.2, and used GALFIT
to produce a Sérsic model to each object individually. We
then excluded all fits with errors of more than 10% in ei-
ther the n parameter or the effective radius, resulting in
a mean effective radius value of 11.7 kpc. The difference
between this value and the one derived by GALFIT for
the stacked image (re =13.1 kpc) is then ∼10%. This
implies that surveys may underestimate the size of mas-
sive red galaxies by this amount. The total flux in the
stack, however, accounts for ∼20% more than the mean
value for the individually derived profiles, suggesting that
a non-negligible amount of light is typically missed and
that the total stellar mass is underestimated.

4.3. Minor mergers and the LRG color profile

It has long been known that the color profiles of
nearby massive ellipticals exhibit a relatively smooth gra-
dient toward bluer colors from the galaxy centers out-
ward. Line index measurements (e.g., Carollo et al. 1993;
Davies et al. 1993; Spolaor et al. 2010) and studies of

SDSS stack of 40,000 galaxies at z=0.3
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tion should rise from a very small value ! 1% in low-mass
galaxies to an appreciable fraction " 20% in cluster-sized
systems.

5. DISCUSSION

The main conclusions of our work may be summarized
as follows:

1. The IHL fraction in dark matter halos of mass M is
expected to increase dramatically from ∼ 0.5% to
∼ 20% as we examine systems from the size of small
spiral galaxies (M ∼ 1011M⊙) to galaxy groups
(M ∼ 1013M⊙). The IHL-mass relation becomes
flatter at a value of ∼ 20% for M " 1013M⊙, in-
creasing weakly thereafter to ∼ 30% for host halos
of mass M ∼ 1015M⊙. While varying the empirical
mapping between halo mass and galaxy luminosity
can produce a slightly higher cluster IHL fraction,
∼ 40%, the overall trends are very robust and are
governed by the well-known fact that galaxy for-
mation efficiency varies as a function of mass scale
while dark matter accretion processes are roughly
self-similar. Specifically, the subhalos that “build”
galaxy halos have much lower luminous mass frac-
tions than the subhalos that build galaxy groups.

2. The IHL component within galaxy halos is domi-
nated by the disruption of satellites of stellar mass
∼ 108.5M⊙ while the IHL component in clusters is
built from more massive stellar systems ∼ 1011M⊙.
We expect that more massive galaxies will there-
fore be surrounded by more metal rich stellar ha-
los, as has been suggested by recent observations
(Mouhcine et al. 2005, although Ferguson 2007 dis-
putes this claim).

3. The variation in IHL fraction from system to sys-
tem at a fixed halo mass is driven by variations
in the accretion history. Systems with fewer sur-
viving satellites tend to have higher diffuse light
fractions. The scatter at fixed mass is larger in
galaxy-sized halos because the light tends to be
dominated by a small number of massive satellite
accretion events. As indicated by Figure 8, the
number of surviving satellite galaxies in a group is
expected to negatively correlate with that group’s
IHL fraction, providing an observational expecta-
tion which future surveys may potentially address.
This phenomenon may also provide insight regard-
ing the comparison of our results to observation, in
which Gonzalez et al. (2007) finds a slightly higher
IHL fraction than our model predicts for group-
scale hosts, possibly due to a selection effect in
which their sample systems are typically domi-
nated by their central galaxies, with relatively few
bright satellites and thus a systematically larger
IHL value.

Current observations place loose constraints on the
diffuse light fraction on every mass scale. By all in-
dications, IHL accounts for less than a few percent of
the total stellar mass in large galaxy-sized host ha-
los (see Siegel et al. 2002; Guhathakurta et al. 2005, for
discussions concerning the Galactic halo and that of
M31, respectively), while the diffuse stellar components

of cluster-sized hosts are typically about one order of
magnitude higher (Mihos et al. 2005; Zibetti et al. 2005;
Krick et al. 2006; Gonzalez et al. 2007). A pronounced
“break” in the diffuse light below the cluster scale is even
reported (Ciardullo et al. 2004). These results are in gen-
eral agreement with our expectations.

We predict that the diffuse component around small
spiral galaxies will contain a very small fraction of the
primary galaxy’s light on average, fIHL ! 1%. It is inter-
esting to consider the surface brightness limit that may
be required to observe such a diffuse component. In Fig-
ure 10 we investigate a simple example case where we
have distributed all of the diffuse light predicted for a
low-luminosity galaxy, Lc ∼ 4 × 109L⊙, into an NFW
halo density profile that mirrors that of the host halo.
Solid and dashed lines correspond to the median and 95
percentile predictions. Here, we have assumed a stel-
lar mass-to-light ratio of 1 in the R-band. For reference
we also plot the exponential surface brightness profile
(Kim et al. 2004) for the disk of a system of comparable
luminosity, the Sculptor group galaxy NGC 300, which
was shown by Bland-Hawthorn et al. (2005) to extend
∼ 15 kpc from the galaxy’s center without revealing any
underlying diffuse component. According to our analy-
sis, a survey reaching ∼ 17 kpc from the galaxy’s cen-
ter and achieving 32 magnitudes per square arcsecond
might be able to detect a stellar halo around NGC 300
if the diffuse component is comparatively bright, while
a more average IHL value for the system would require
an even deeper search. Similar analyses for Milky-Way-
sized stellar halos indicate that the IHL begins to sep-
arate itself from a (face-on) disk profile at roughly 29-
32 magnitudes per square arcsecond, which is in line
with the results of Irwin et al. (2005) for M31. This
provides some idea of the observational depth that will,
in the future, be required to identify remote stellar ha-
los around small spiral galaxies. It is worth pointing
out that some fraction of this light may be in the form
of recently-destroyed satellites, which should produce
higher-surface brightness features and will be more eas-

Fig. 10.— The R-band surface brightness profile as a function
of radius for the diffuse stellar component in a small host halo
(Lc ∼ 4 × 109L⊙), where the IHL is assumed to trace the back-
ground projected-NFW density profile. Shown are the stellar halo
profiles for the two values at either extreme of this host’s IHL 95%
distribution, as well as the median value of fIHL ≃ 0.003. For com-
parison, we plot the surface brightness of the exponential disk of
a similar system, the Sculptor group member NGC 300, a galaxy
whose disk extends to at least 15 kpc without the detection of an
underlying diffuse component (Bland-Hawthorn et al. 2005). Our
results demonstrate that this is not unexpected.

PREDICTION
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Figure 9. A comparison between the light profiles of our LRG r-
band stack and the ICL profile from Zibetti et al. (2005). The ICL
profile departs from a single parameter Sérsic model at 50 kpc, or
double the departure radius of 100 kpc that is observed in the LRG
stack. This suggests a more significant population of intergalactic
stars in massive clusters than in groups.

describes the inner stellar body. Alternatively, this ex-
cess light may simply be the residual background in the
images, reflecting unresolved light from the group envi-
ronment in which LRGs typically reside.
Excess light was also observed by Z05, who studied

the ICL around brightest cluster galaxies from a stack of
683 SDSS images. Such galaxies typically live in dense
halos with total mass of 1014 to 1015M⊙ and are inher-
ently different from LRGs whose group halos are a few
times 1013M⊙ in mass. Z05 found that in clusters, this
“extra light” constitutes only a small fraction of the to-
tal cluster profile, accounting for less than 11% of the
light inside of 500 kpc. Nevertheless, the ICL profile de-
parts from a single parameter Sérsic model already at
r ∼ 50kpc, compared to the departure radius of 100 kpc
that is observed in our LRG stacks (figure 9). This sug-
gests that the massive clusters studied by Z05 may more
readily support a population of intergalactic stars than
the groups in which LRGs reside. In their paper Z05
correct their light profiles for unresolved cluster sources
using the luminosity function given by Mobasher et al.
(2003). We note that the PSF, which is not deconvolved
from the ICL+BCG profiles presented in Z05 may scat-
ter light at all radii and increase the errors of the Sérsic
model fit.
Unlike the outer parts of LRGs, the centers of these

galaxies are not well resolved in our stacks. Studies uti-
lizing high resolution HST images showed that the pro-
file at the inner parts of nearby ellipticals often departs
from the Sérsic model that traces their outskirts. More
specifically, the most massive ellipticals exhibit flattened
central light profiles (e.g., Lauer 1985; Kormendy et al.
1994; Lauer et al. 1995; Faber et al. 1997). Recently,
Kormendy et al. (2009) used a compilation of HST and

Figure 10. The radial stellar light fraction of the r-band stack
in four radius bins of 20,100,200 and 300 kpc. Note that a non-
negligible fraction of the light is detected in the extreme outskirts
of the stack.

ground based data to show that although well fitted by a
Sérsic model out to large radii, the most massive Virgo el-
lipticals exhibit 1 kpc scale cores. In our stacks we cannot
resolve such physical scales as 1 pixel in the SDSS data is
equivalent to 1.9 kpc at the stack mean redshift of 0.34.
We are nevertheless able to confirm the excellent fit of
massive elliptical galaxy profiles to a single Sérsic profile
out to a few effective radii that Kormendy et al. (2009)
found for individual Virgo galaxies (reaching ∆µλ ≥ 0.2
mag arcsec2 at rλ ≥ 100 kpc).

4.2. How much light is missed?

The deep stacks allow us to test how much light is
missed in typical studies of the profiles of individual
LRGs and derive a correction factor that can be applied
in such cases. To do so we first selected all the LRGs in a
single magnitude bin, 18.0≤mr<18.2, and used GALFIT
to produce a Sérsic model to each object individually. We
then excluded all fits with errors of more than 10% in ei-
ther the n parameter or the effective radius, resulting in
a mean effective radius value of 11.7 kpc. The difference
between this value and the one derived by GALFIT for
the stacked image (re =13.1 kpc) is then ∼10%. This
implies that surveys may underestimate the size of mas-
sive red galaxies by this amount. The total flux in the
stack, however, accounts for ∼20% more than the mean
value for the individually derived profiles, suggesting that
a non-negligible amount of light is typically missed and
that the total stellar mass is underestimated.

4.3. Minor mergers and the LRG color profile

It has long been known that the color profiles of
nearby massive ellipticals exhibit a relatively smooth gra-
dient toward bluer colors from the galaxy centers out-
ward. Line index measurements (e.g., Carollo et al. 1993;
Davies et al. 1993; Spolaor et al. 2010) and studies of

Tal and van Dokkum 2012
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CANDELS, a multi-cycle program with Hubble Space Telescope.
WEBSITE: CANDELS.UCOLICK.ORG

Reionization signal in IR fluctuations?

Figure 1: A cut-out of WFC3/F125W CANDELS/GOODS. This is a self-calibrarted mosaic made by us (see Analysis

Plan) and not the Multi-Drizzle mosaic made for point-source studies. The self-calibration, however, uses astrometry, accurate
to milliarcsecond level, that was corrected as part of the Multi-Driizling process. The left is the original data. Middle panel
shows the case with detected source masked iteratively with a sigma-clipping algorithm (same as Kashlinsky et al. 2012;
Arendt et al. 2010). Fluctuation power spectra (next figure) are made in such maps. The right panel is, for illustration here
only and not used for fluctuation measurements, the left panel map with a crude filter applied to remove detector noise. This
illustrates the presence of large scale correlation fluctuations. A comparison of left and right panels show that such
fluctuations are correlated with the bright galaxies, ie. the argument for IHL presented in Cooray et al. (2012).
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0.5 to 2 micron fluctuations w HST 
lead to integrated UV lum density at 
z > 6 #wdm14 



CIBER1:

First flight February 2009, second July 2010. 
Third flight February 2012 (all from White 
Sands, NM). Fourth June 2013.

Fourth flight was a non-recovery longer flight 
from Wallops, VA; CIBER1 payload dumped in 
Atlantic.

Upgrade to CIBER2 completed; pending four 
additional flights with NASA now. 
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THE CASE FOR SPACE

 H-BAND 9º X 9º IMAGE OVER 45 MINUTES FROM KITT PEAK
WIDE-FIELD AIRGLOW EXPERIMENT:  HTTP://PEGASUS.PHAST.UMASS.EDU/2MASS/

TEAMINFO/AIRGLOW.HTML

              Airglow Emission

•  Atmosphere is 500 – 2500 times 
brighter than the astrophysical sky 
at 1-2 µm

•  Airglow fluctuations in a 1-
degree patch are 106 times 
brighter than CIBER’s sensitivity in 
50 s

•  Brightest airglow layer at an 
altitude of 100 km… can’t even 
use a balloon
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CIBER-1

Low-Resolution Spectrometer
λ = 0.8 – 2.0 µm λ/Δλ ~ 20

4° x 4° FOV  60” pixels   
•  Search for Ly cutoff feature in 

0.8 – 1.2 µm region

  Dual Wide-Field Imagers
 λ = 0.8 µm & 1.6 µm λ/Δλ = 2

2° x 2° FOV  7” pixels

 Measure power spectrum from 
7” to 2 degrees

  Narrow-Band Spectrometer
λ = 0.8542 µm        λ/Δλ = 1000
8° x 8° FOV           120” pixels 

•  Use Fraunhofer lines to 
measure absolute Zodiacal 

intensity

ApJ Supplement Special Issue on CIBER Instruments, September 2012, 5 papers
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CIBER-1: before third flight



Title HereCIBER: Does exist! Recovery after flights
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0.9 µm Imager Data

Median photocurrent = 22 e-/s
Median read noise = 12.6 e-
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LOW-RESOLUTION SPECTROMETER SCIENCE
SPECTROMETER 

SENSITIVITY

??

Low-Resolution
Spectrometer 

sensitivity after 
50s

TeV blazar absorption 
spectra set an upper limit 

on the EGB (Aharonian et. 
al. 2005)

Is the gap between IRTS/DIRBE and HST real?
 CIBER would see it easily, without any Zodiacal subtraction

Precisely measure Zodiacal color, link with narrow-band spectrometer
 Low-resolution spectrometer sensitivity is 1-2 nW m-2 sr-1 
 NB Spectrometer Zodiacal zero point is 3 nW m-2 sr-1 at 0.85 µm
 Controversy at J-band is ~30 nW m-2 sr-1
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USING FRAUNHOFER LINES TO TRACE ZODIACAL INTENSITY
Zodiacal Light is just scattered sunlight

Features in the solar spectrum are
mimiced in Zodiacal light

The solar spectrum gives a precise
tracer of the absolute Zodiacal intensity

But reality is messy

Atmospheric scattering, emission,
and extinction
        - scattered ZL
        - scattered starlight
        - airglow
        - etc
Calibration on diffuse sources

FOR DETAILS SEE:  DUBE ET AL. 1979
           BERNSTEIN ET AL. 2002
                          MATILLA 2003

DUST
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NARROW-BAND SPECTROMETER

NIST calibration data
I(photo) ~ 30 e-/s

Science Goal:
Measure Fraunhofer
Ca II 854.2 nm line
EW to 1 % absolute
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How can a rocket experiment compete with these?

IRTS

AKARI

HST

SPITZER

 15

measures fluctuations on large angular scales, on 

both sides of the expected peak in the power 

spectrum.  The shape of the first-light power 

spectrum helps discriminate against systematic 

effects.  These are the angular scales best suited 

for distinguishing the first-light signal from local 

galaxies. By measuring large angular scales, 

potential problems with source removal are less 

serious than in a small, deep measurement.  As 

shown in Table 5.2, CIBER has a very large 

instrument etendue, the figure of merit relevant 

for measuring surface brightness, and so has 

competitive raw sensitivity even in a short 

sounding rocket flight compared with the long 

integrations possible on satellites. 
 

Table 5.2  Comparison with Existing Instruments 
Instrument Bands 

[!m] 

FOV Sub-

fields 

Etendue 

CIBER2 0.6, 0.9, 

1.4, 2.1 

85' x 85' 1 1 

CIBER1 0.9, 1.6 120' x 120' 1 0.1 

NICMOS 1.1, 1.6, 

2.1 

1' x 1' 9900 0.002 

WFC3 0.6, 1.0, 

1.4, 1.6 

2' x 2' 1500 0.01 

Akari 2.3, 3.2, 

4.1 

12' x 12' 50 0.02 

Spitzer 3.6, 4.5 5' x 5' 270 0.01 

Notes:  Etendue = Area x " x Simultaneous Bands 

Sub-fields = number of pointings to cover 2 sq. degrees 
 

Spitzer, Akari, and HST have small fields of 

view and are not suited for making high-fidelity 

degree-scale measurements.  Table 5.2 lists the 

number of individual pointings required to 

measure an equivalent angular region with these 

facilities.  Mosaicing multiple fields together 

requires controlling gain drifts and dark current, 

which are typically common mode effects to the 

array and readouts, to a small fraction of the sky 

signal (< 0.01 %).  In the case of HST and Akari, 

this process requires combining multiple 

observations separated by orbits around the 

Earth.  In order to gain any handle on these 

systematics, the target region has to be densely 

sub-sampled to separate array signatures from 

the true sky, greatly increasing the required 

number of pointings.  The CIBER team includes 

members attempting EBL fluctuations 

measurements with the Spitzer telescope in 

mosaiced observations of the Bootes field, and 

these very issues have frustrated our attempts to 

make high-fidelity measurements. 

Optimized for large angular scales, CIBER is 

complementary with orbital facilities.  HST, 

Akari, and Spitzer can map small fields very 

deeply, and measure fluctuations at high !. 

CIBER2 will observe wide Spitzer and Akari 

fields, allow us to assess systematic errors by 

cross-correlating these maps.  The combination 

of CIBER with these facilities extends the total 

wavelength coverage.  The excellent source 

depth in these fields allows for deep removal of 

local galaxies.  For example, if red galaxy 

populations are contributing to the fluctuations 

seen by Spitzer, the combination of CIBER with 

deep observations can discriminate this from a 

first light population. 

5.3 Systematic Error Control 

Measuring fluctuations in the EBL at the 

level of 0.01 % of the total sky brightness 

requires knowledge and careful control of 

systematic effects both instrumental and 

astrophysical. Systematic error control and 

monitoring for CIBER2 follows demonstration 

on CIBER1, as described here.  

 

5.3.1 Instrument Systematics 

Instrumental effects come from variations in 

quantum efficiency across the arrays, i.e. flat-

field characteristics of the arrays, dark currents 

and temperature variations at the focal plane, and 

a precise estimate of the instrument noise 

characteristics.  We have developed an observing 

strategy that allows us to measure all of these 

effects with sufficient accuracy.  As illustrated 

schematically in Fig. 5.3, we can construct a flat-

field estimate by median combining source-

removed images between science fields.  Fields 

well-separated on the sky are statistically 

independent, and avoids mixing on-field 

fluctuations with the flat-field.  We construct a 

noise estimate based on pair differences.  This 

estimate allows us to assess both the noise in 

every pixel as well as correlated noise across the 



Twitter summary

CIBER will resolve controversy 
related to DIRBE and TeV EBL this 
year #wdm14 



Why measure EBL to 1%? 

Towards a definite signature of  reionization

Two key features of the EBL reionization spectral signature:
(a) Amplitude of the spectral signature probes the integrated SFR during 
reionization
(b) Width of the spectral signature probes the redshift duration of reionization

These are complimentary to information from CMB polarization and the 21-cm background
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What do we need:
(a) A small aperture telescope with multi-wavelength coverage and observing 
outside of 5 AU 
(b) absolute photometry and deep galaxy survey catalogs

ZEBRA errors at 10 AU
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And the reionization signal is measurable
Why measure EBL to 1%? 



 

A Science Enhancement Option for an Outer 
Planet Discovery Mission 



 

ZEBRA

•

• Platform:  Outer planets mission to Saturn
• Description of payload instrumentation:  Optical to 

near-infrared absolute photometer with 15 cm 
telescope; Wide field optical camera with 3 cm 
telescope

• Mission duration:  5-year outer planets cruise-phase
• Temperature: 50 K
• Pointing requirements:  0.5″ stability over 500 s.
• Data rate to ground (kbits/day):  0.5 Mbpd

Two Fundamental Science Goals in One 
Instrument to the Outer Planets

• Extragalactic Background Light
     - Measures galaxy history
     - Epoch of reionization galaxies
•  Zodiacal Dust
     - Structure and origin of solar
             system dust
     - Detect and map Kuiper belt dust

Optics: 15 cm & 3 cm off-axis
Wavelengths:  0.4 – 5 µm
Cooling:  Passive to 50 K

ZEBRA is a high-TRL instrument with 
minimum impact to host mission 
• All key technologies demonstrated
• Well-defined interfaces
• ZEBRA engineers offset to net mass
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Optics: 15 cm high-res & 3 cm wide-field
Wavelengths:  0.4 – 5 um
Cooling:  Passive to 50 K
Simple interfaces

Science and Hardware ImplementationScience and Hardware ImplementationScience and Hardware Implementation Scientific Analysis and OversightScientific Analysis and OversightScientific Analysis and Oversight
Jamie Bock JPL/Caltech ZEBRA PI Chas Beichman JPL/IPAC Exo-Zodiacal systems
Robin Bruno JPL Project Manager Mike Brown Caltech Kuiper Belt Objects
Larry Wade JPL Systems Engineer Mark Dickinson NOAO EBL & galaxy surveys
Mike Zemcov JPL Instrument Scientist Eli Dwek GSFC EBL and Zodi modelling
Roger Smith Caltech IR Detectors Giovanni Fazio CfA Inst. Design; Spitzer/IRAC PI
Christophe Sotin JPL Mike Hauser STScI EBL instrumentation; DIRBE PI
Kevin Hand JPL Carey Lisse JHU/APL Zodi structure & composition
Data Analysis and ArchivingData Analysis and ArchivingData Analysis and Archiving Avi Loeb Harvard Reionization models
Ranga Chary IPAC Data archiving Brian May Imperial Zodi science and public outreach
Asantha Cooray UC Irvine EBL science Amaya Moro-Martin SCIC Kuiper belt dust models
Bill Reach USRA Zodiacal science Mike Werner JPL Spitzer PS experience for development

Ned Wright UCLA Zodi and stellar  FGs; WISE PI

ZEBRA

Possible Observation Plan During Cruise Perf. Ver.         Zodi structure         Kuiper Belt maps         EBL 
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100 AU

10,000 AU

Asteroid Belt

Kuiper Belt

Oort Cloud

Dust Components in our Solar System Dust Around Nearby Star Formalhut

Exo-planet
shepherding
exo-dust cloud



 

Instrument Overview

Absolute PhotometerFraunhofer Line Spectrometer

Wide-Field Camera

Support Struts3-stage Passive
Cooling System

Kapton Radiation Shields (2)



Twitter summary

A small instrument to outer solar 
system is a must for a precise EBL 
measurement #wdm14
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350µm
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HerMES	  Lockman	  North 	  Lacey,	  C.	  et	  al.	  2010,	  MNRAS,	  405,	  2

test specific predictions of clustering properties of starbursting galaxies

Where are the Starbursting Galaxies in the Universe?
HALO MODEL REVIEW: COORAY, A. & SHETH, R. 2002, PHYSICS REPORTS, 372, 1
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~2σ detection

Pre-‐Herschel	  sub-‐mm	  clustering	  
with	  SCUBA	  ~73	  sources

Where are the Starbursting Galaxies in the Universe?

Angular Correlation Function
Scott, S. et al. 2006, MNRAS, 370, 1057

HerMES
~10,000 galaxies

Cooray, A. et al. 2010, A&A, 518, L22

HALO MODEL REVIEW: COORAY, A. & SHETH, R. 2002, PHYSICS REPORTS, 372, 1

• Dark matter halo hosting a S250 > 
30 mJy galaxy ~ 1012.6 Msolar
• ~15% appear as satellites in more 
massive halos ~ 1013.1 Msolar

• Evolutionary path is z~2 S250 ~ 30 
mJy Herschel source will evolve to 
be (2-5)Lstar elliptical galaxy at z~0

Hickox et al. (2012)

H
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o
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s

Redshift
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Amblard et al. 2011, Nature; Thacker et al. 2013

Cosmic Infrared Background Fluctuations with SPIRE
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SH
OT
-N
O
ISE

2-HALO

1-HALO

Amblard et al. 2011, Nature; Thacker et al. 2013
Cosmic Infrared Background Fluctuations with SPIRE
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Amblard et al. 2011, Nature; Thacker et al. 2013

Cosmic Infrared Background Fluctuations with SPIRE

Combined 5 fields 
over 70 deg2 

l = 216 l = 21,600

Poisson

2-halo

2-halo

1-halo

1-halo

Smaller Scales

Halo Model: see e.g.,  
Cooray & Sheth (2000),  
Zehavi et al. (2005, 2008)

CIB Power Spectrum
P(

k θ
) [

Jy
2 

sr
-1

]

kθ (arcmin-1)

Viero et al. 2012
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Fig. 12.— The cosmic density of dust Ωdust vs redshift as determined from the CFIRB power spectra from H-ATLAS GAMA-15 field
(shaded region). The thickness of the region corresponds to the 1 − σ ranges of the halo model parameter uncertainties as determined by
MCMC fits to the data (Table 1). We also compare our estimate to previous measurements in the literature. The measurements labeled
H-ATLAS dust mass function are from the low-redshift dust mass function measurements in Dunne et al. (2011). The other estimates are
based on extinction measurements from the SDSS (e.g., Ménard et al. 2010, 2012; Fukugita 2011; Fukugita & Peebles 2004) and 2dF (e.g.,
Driver et al. 2007).

values. At z = 1, as show in Fig. 7, for LIR > 109

L⊙ galaxies, the HOD drops quickly for masses smaller
than log(Mmin/M⊙) ≃ 10.7 and the high-mass end has
a power-law behavior with a slope ∼ 1. By design, this
halo model based on CLFs has the advantage that it does
not lead to unphysical situations with power-law slopes
for the HOD greater than one as found by Amblard et
al. (2011).
Both the HOD and the underlying luminosity-mass

relations are consistent with De Bernardis & Cooray
(2012), where a similar model was used to reinterpret
Amblard et al. (2011) anisotropy measurement. The key
difference between the work of De Bernardis & Cooray
(2012) and the work here is that we introduce a dust
SED to model-fit power spectra measurements in the
three wavebands of SPIRE, while in earlier work only
250µm measurements were used for the model fit. For
comparison with recent model descriptions of the CFIRB
power spectrum, we also calculate the effective halo mass
scale given by

Meff =

∫
dMnh(M)M

NT (M)

ng
. (21)

With this definition we findMeff = 3.2×1012 Msun at z =
2, consistent with the effective mass scales of Shang et al.
(2011) and De Bernardis & Cooray (2012) of Meff ∼ 4×
1012 and slightly lower than the value of ∼ 5× 1012 from

Xia et al. (2012).
The MCMC fits to the CFIRB power spectrum data

show that the charicteristic mass scale M0l evolves with
redshift as (1 + z)−2.9±0.4. In order to compare this
with existing models, we convert this evolution in the
charachteristic mass scale to an evolution of the L(M, z)
relation. As L(M) ∝ (M/M0l)−αl , we find L(M, z) ∝
Mα

l (1 + z)−pMαl . Using the best-fit values, we find
L(M, z) ∝ M0.70±0.05(1+z)2.0±0.4. In Lapi et al. (2011),
their equation 9 with the SFR as a measure of the IR lu-
minosity, this relation is expected to be M(1 + z)2.1. In
Dekel et al. (2009), the expectation is M1.15(1 + z)2.25.
While we find a lower value for the power-law depen-
dence on the halo mass with IR luminosity, the redshift
evolution is consistent with both these models.
To test the overall consistency of our model relative to

existing observations at the bright-end, in Fig. 8, we com-
pare the predicted luminosity functions 250 µm-selected
galaxies in several redshift bins with existing measure-
ments in the literature from Eales et al. (2010) and Lapi
et al. (2011). The former relies on the spectroscopic
redshifts in GOODS fields while the latter makes use of
photometric redshifts. We find the overall agreement to
be adequate given the uncertainties in the angular power
spectrum and the resulting parameter uncertainties of
the halo model. In future, the overall modeling could
be improved with a joint-fit to both the angular power

Cosmic Infrared Background Fluctuations = Dust Content
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Atomic and Molecular Lines as a Probe of Reionization

CO probe based on
Yan Gong, Asantha Cooray, Marta Silva, Mario Santos, Philip Lubin
Probing Reionization with Intensity Mapping of Molecular and Fine 
Structure Lines
Astrophysical Journal Letters, 728, L46-L51 (2011).
(see also Chris Carilli, arxiv.org:1102.0745; Lidz et al. arxiv.org:1104.4800)

CII probe based on
Yan Gong, Asantha Cooray, Marta Silva, Mario Santos, Jamie Bock, Matt Bradford, Mike 
Zemcov
Intensity Mapping of the [CII] Fine Structure Line During The Epoch of 
Reionization
ApJ 2011, arxiv.org:1107.3553



21-cm Signal (Spin temperature)

Star formation Lya: TS=TLya= TK
TS=TK >> TCMB (shock heating 
and X-ray emission)

D
ecoupling

Z » 15 Z » 30Z » 17 Z » 140 Z » 1000Z » 6.2

TS=TK (collisions), but TK < TCMB 
(adiabatic cooling) Good for 
cosmology! (“theory dream land”)  a probe of 
primordial density perturbations better than CMB 
(detection: ~SKA@Moon?)

Good for cosmology?…of interest to 
next-generation 21-cm 
experiments 

reionization Equilibrium with 
CMB (TS=TK=TCMB)

• Useful timescales: (say at z~15)

• Spin temperature (with Lyα coupling xα):

€ 

Ts
−1 =

Tcmb
−1 + xcTk

−1 + xαTα
−1

1+ xc + xα
;

xc =
trad
tc

=
T*nHI σ10v (Tk )

TcmbA10

– Radiative   trad = T*/A10Tcmb       ~ 3x104 yrs
– Spin-changing collision  tc = 1/nHI<σ10v>      ~ 3x105 yrs
– Hubble   tH = H-1               ~ 7x108 yrs

Sigurdson

Spin
CMB
gas

Completed 
astrophysics

Easy 
physics

(Mario Santos)



Experiments

*MWA (Mileura Wide-Field Array)
Australia (joint US-Australia)

*LOFAR (Low-frequency Array)
Netherlands

*SKA (Square Kilometer Array)
International collaboartion - site testing

*PAPER (all sky with dipoles)
South Africa (US-led)
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• Highest redshift CII 158 micron detection to-date.

• CII intensity mapping experiment will be sensitive to fainter galaxies like 
these.

250 um         350 um          500 um        *

*Confusion reduced S(500) – fS(250)

z = 6.34 Dusty Starburst Galaxy in HerMES
Riechers, D., Cooray et al. 2013 Nature



Mean CII intensity as a function of redshift
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Fig. 6.— The CII proper number density as a function of redshift.
The red solid line is derived from our simulation with just hot gas
contributing to LCII, the yellow dotted line is our analytic result,
and the blue spots are obtained from the simulation using both the
hot gas and the warm gas (10% of the cold gas in the galaxies; see
text for details).

Fig. 7.— The mean intensity of CII emission line from the out-
puts obtained from the De Lucia & Blaizot (2007) simulation at
several different redshifts. The yellow dotted line is our analytic re-
sult, and the blue spots are obtained from the simulation with the
hot and warm gas contributing to the LCII. The yellow line and
the blue spot were calculated with ne = 103 cm−3 and T e

k = 104 K.
The other lines are derived from the simulation assuming only the
hot gas contributes to the LCII.

mean intensity of about 100 to 500 Jy/sr with a preferred
value around 200 Jy/sr. We can use an approach based
on observed scaling relations, similar to the approach
used by Carilli (2011) to estimate the mean CO(1-0) in-
tensity during reionization, to estimate the mean CII
intensity. We begin with the star-formation rate from
z ∼ 6 to 8. While estimates exist in the literature from
Lyman break galaxy (LBG) dropouts (Bouwens et al.
2008), such estimates only allow a lower estimate of the
star-formation rate as the luminosity functions are lim-
ited to the bright-end of galaxies and the slope at the
low-end is largely unknown and could be steeper than

indicated by existing measurements. An independent es-
timate of the star-formation rate during reionization in-
volve the use of gamma-ray bursts (Kistler et al. 2009).
Together, LBG and GBR star-formation rates lead to a
range of 0.01 to 0.1 M⊙ yr−1 Mpc−3 at z ∼ 7.

We can convert this SFR to the CII luminosity of
∼ 3 × 1040 to ∼ 3 × 1041 ergs s−1 using the observed
scaling relation of De Looze et al. (2011) for low-redshift
galaxies when averaging over 100 Mpc3 volumes. We also
get a result consistent with this estimate when convert-
ing the SFR to total integrated FIR luminosity and then
assuming that 10−2 to 10−3 of the LFIR appears in CII
Stacey et al. (2010), again consistent with z ∼ 2 redshift
galaxy samples. Once again we note that our estimate is
uncertain if either the SFR to CII luminosity calibration
evolves with redshift or the CII to FIR luminosity ratio
evolves with redshift. The above range with an order of
magnitude uncertainty in the SFR, and subject to uncer-
tain evolution in observed scaling relations from z ∼ 2
to 7, corresponds to an intensity of 40 to 400 Jy/sr at
z ∼ 7. This range is consistent with our independent
estimate, but could be improved in the near future with
CII and continuum measurements of high redshift galaxy
samples with ALMA.

4. THE CII INTENSITY POWER SPECTRUM

The CII intensity we have calculated is just the mean
intensity, so in this Section we will discuss spatial varia-
tions in the intensity and consider the power spectrum of
the CII emission line as a measure of it. This power spec-
trum captures the underlying matter distribution and if
CII line intensity fluctuations can be mapped at z > 6,
the line intensity power spectrum can be used to probe
the spatial distribution of galaxies present during reion-
ization.

Since the CII emission from the ISM of galaxies will
naturally trace the underlying cosmic matter density
field, we can write the CII line intensity fluctuations due
to galaxy clustering as

δICII
ν = b̄CIIĪ

CII
ν δ(x), (14)

where ĪCII
ν is the mean intensity of the CII emission line

from the last section, δ(x) is the matter over-density
at the location x, and b̄CII is the average galaxy bias
weighted by CII luminosity (see e.g. Gong et al. 2011).

Following Eq. 13 and taking into account that the fluc-
tuations in the halo number density will be a biased
tracer of the dark matter, the average bias can be written
as (Visbal & Loeb 2010)

b̄CII(z) =

∫ Mmax

Mmin
dM dn

dM MCII(M)b(z,M)
∫ Mmax

Mmin
dM dn

dM MCII(M)
, (15)

where b(z,M) is the halo bias and dn/dM is the halo
mass function (Sheth & Tormen 1999). We take Mmin =
108 M⊙/h and Mmax = 1013 M⊙/h. Then we can obtain
the clustering power spectrum of the CII emission line

P clus
CII (z, k) = b̄2

CIIĪ
2
CIIPδδ(z, k), (16)

where Pδδ(z, k) is the matter power spectrum.
The shot-noise power spectrum, due to discretization

of the galaxies, is also considered here. It can be written

Lines analytical with
Z ~ 10-0.5z

and 30% of gas in 
galaxies above critical 
density

Independent estimates 
agree at the level of a 
factor of 10:
(a) SFR converted to CII
(b) Sub-mm number 
counts + SED

Integrated signal dominated by low-luminosity galaxies
not ULIRG-type galaxies.
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Fig. 8.— The clustering, shot-noise and total power spectrum of CII emission line at z = 6, z = 7 and z = 8. The red solid, dashed and
dotted lines denote the CII total, clustering and shot-noise power spectrum respectively. The P clus

CII is estimated from the simulation with
only the hot gas contributing to LCII, and we assuming that T e

k = 103 K and ne = 102 cm−3 here. The green dashed lines are the 1σ error
of the CII power spectrum which are derived from the 1σ error of Mz − M relation in Fig. 5. The error bars and noise power spectrum
(red long-dashed line) in the left and right panels are estimated with 1m and 10m aperture for CII line respectively. The magenta long
dashed line is derived from the CII luminosity estimated by Visbal & Loeb (2010). The blue dash-dotted line is estimated via the relation
LCII/LCO(1−0) ≃ 104.

the duty cycle which is canceled when computing the CO
intensity in Visbal & Loeb (2010).

We find this formula has some deviations from the re-
sults of our previous simulations (Gong et al. 2011), but
it is still a good approximation when considering the halo
mass range 108 < M < 1013 M⊙/h in which we perform
the calculation. The advantage of this formula is that
we can calculate the luminosity of the CO lines at an
arbitrary halo mass and redshift. Also, note that take
assume LCO ∼ M instead of LCO ∼ MCO when calculat-
ing the large-scale structure bias factor of CO emitting
galaxies.

We show how the CO contamination for CII intensity
measurements from a variety of redshift ranges for J =
2−1 to J = 13−12 transitions of CO combine in Fig. 10.
The frequency of the CII line which is emitted at high
redshift, e.g. z = 7, will be redshifted to ν0 = νCII/(1 +
z) ≃ 237 GHz at present. As shown in Fig. 10 the main
contamination is from the first five CO lines, CO(2-1) to
CO(6-5), and the contamination of the CO lines provide
about 2% and 30% to the total intensity power spectrum
at z = 7 and z = 8, respectively, for large scales (k <
1 h/Mpc). The black solid lines shown in the plot are
the contaminated CII total power spectrum for the hot
gas case of our simulation, which is the sum of the CII
total power spectrum P tot

CII(k) (red solid line) and the
CO total power spectrum P tot

CO(k) (dashed and dotted
lines). At z = 6, the CO contamination is negligible
with a correction at the level of 0.1% of the CII signal,
while at z = 8 CO contamination is ∼ 10At small scales
(k > 1 h/Mpc), the shot noise becomes the dominant
component in the power spectrum, and we find the shot

noise of the CII emission is generally greater than that
of the CO emission.

6. CROSS-CORRELATION STUDIES BETWEEN CII AND
21-CM OBSERVATIONS

Since the above described CO contamination lines
come from different redshifts it is necessary that any CII
mapping experiment be considered with another tracer
of the same high redshift universe. In particular, low-
frequency radio interferometers now target the z > 6
universe by probing the neutral hydrogen distribution
via the 21-cm spin-flip transition. Thus, we consider
the cross correlation of the CII line and the 21-cm emis-
sion at the same redshift to eliminate the low-redshift
contamination, foregrounds, and to obtain a combined
probe of the high redshift universe with two techniques
that complement each other. We expect a strong cor-
relation between the CII and 21-cm lines because they
both trace the same underlying density field and such
a cross-correlation will be insensitive to CO lines since
they are from different redshift which depart far away
from each other. There could still be lower order effects,
such as due to radio foregrounds. For example, the same
galaxies that are bright in CO could also harbour AGNs
that are bright in radio and be present as residual point
sources in the 21 cm data. Then the cross-correlation
will contain the joint signal related to low redshift CO
emission and the residual point source radio flux from
21-cm observations. The issue of foregrounds and fore-
ground removal for both CII alone and joint CII and 21-
cm studies are beyond the scope of this paper. We plan
to return to such a topic in an upcoming paper (Silva et
al. in preparation).

CII galaxies trace the 
large-scale structure

Red line our semi-
analytic simulation with 
green lines showing 
uncertainty.

Blue and purple lines 
scale CO fluctuations to 
CII under assumptions 
on luminosity ratio.

Errors from a concept 
experiment.
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Fig. 13.— The cross-correlation coefficient of the CII and 21-cm emission for 1m and 10m aperture at z = 6, z = 7 and z = 8. The error
bars of r are also shown (red solid), and the blue dashed ones are the contribution from the 21-cm emission with the LOFAR (left panel),
and with the SKA (right panel). We find the 21-cm noise dominates the errors at z=6 and 7.

7. OUTLINE OF A CII INTENSITY MAPPING
EXPERIMENT

We now discuss the requirements on an instrument de-
signed to measure the CII line intensity variations and
the power spectrum at z > 6. Here we provide a sketch
of a possible instrument design including calculated noise
requirements based on current technology; a detailed de-
sign study will be left to future work as our concept is
further developed.

An experiment designed to statistically measure the
CII transition at high redshift requires a combination of
a large survey area and low spectral resolution; because
of this, the use of an interferometer array such as the one
suggested in Gong et al. (2011) for CO seems impractical.
Instead we opt for a single aperture scanning experiment
employing a diffraction grating and bolometer array in
order to provide large throughput.

For proper sampling of the CII signal on cosmologi-
cal scales and cross-correlation with 21-cm experiments,
we would require at minimum a survey area of 16 deg2

and a free spectral range (FSR) of 20 GHz. At a red-
shift of z = 7, a box 4 degrees on a side and 20 GHz
deep corresponds to a rectangular box with a comoving
angular width of 443 Mpc/h and a depth along the line
of sight of 175 Mpc/h. However, since larger FSRs are
easily achieved with diffraction grating architectures and
would allow for better measurement of the reionization
signal and separation of its foregrounds, the instrumental
concept presented here covers the 220GHz atmospheric
window with an FSR of 125GHz. Concretely, covering
from 185 to 310 GHz with a spectral resolution of 0.4GHz
allows measurement of CII in the range 5.1 ≤ z ≤ 9.3
with a smallest redshift interval ∆z of 0.01.

The integration time per beam on the sky required to
survey a fixed area depends on a number of parameters
including the size of the aperture, the number of inde-

pendent spatial pixels in the spectrometer, and the band-
width of each spectral element. Changing the survey area
or bandwidth will affect the minimum k values probed in
the 3-d power spectrum as well as the number of modes
used in the error calculation. To generate concrete exam-
ples in this discussion, we concentrate on calculating the
CII power spectrum at z = 6, 7 and 8 and assume that
we will make use of 20 GHz effective bandwidths at fre-
quencies centered at these redshfits; such effective bands
are readily achieved by summing neighbouring high res-
olution spectral bins. At z = 7, for example, a 20 GHz
bandwidth corresponds to a ∆z = 0.62. Averaging over
a larger spectral window to reduce noise will make the
cosmological evolution along the observational window
non-negligible.

To understand the effect of spatial resolution on this
measurement we consider three possible primary aper-
ture sizes of 1, 3 and 10 m; the resulting instrumental
parameters are listed in Table 1. These apertures cor-
respond yield beams of 4.4, 1.5, and 0.4 arcmin and co-
moving spatial resolutions of 8.3, 2.8, 0.8 Mpc/h at an
observing frequency of 238 GHz (z = 7), respectively.
These apertures probe the linear scales (k < 1.0 h/Mpc)
and are well matched to 21-cm experiments. In this ex-
perimental setup light from the aperture is coupled to a
imaging grating dispersive element illuminating a focal
plane of bolometers, similar to the Z-Spec spectrometer
but with an imaging axis (Naylor et al. 2003; Bradford
et al. 2009).

We assume a fixed spectral resolution of ∼ 500 km/s
(= 0.4GHz as discussed above) in each of the three cases
giving a spatial resolution of 3.5 Mpc/h and a maximum
k mode of k ≈ 0.91 h/Mpc. Current technology can al-
low fabrication of ∼ 20, 000 bolometers in a single focal
plane; for the instrument concept we freeze the number
of detectors at this value. The spectrometric sensitivity

The cross-correlation allows: (a) measurement of xi - ionized fraction, (b) the ionized 
bubble size, (c) the number of CII galaxies in each ionization bubble, all as a 
function of redshift.

These cannot be obtained with 21-cm data alone.
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which are not effective at self-shielding, such as CO, will be
photo-dissociated before H2 in the PDRs. The combined effect
of the strong FUV field from the nearby young star clusters and
the decreased dust abundance is to shift the atomic-molecular
gas transition deeper into the cloud, reducing the relative size
of the CO core and increasing the volume of the PDR. In this
scenario, a potentially significant reservoir of H2 can be present
in a Cþ-emitting PDR, outside the smaller CO core. This com-
ponent, not traced by CO nor HI, has also been uncovered in our
Galaxy via γ ray observations (Grenier et al. 2005) and more
recently with Planck (Ade et al. 2011; Paradis et al. 2012). This

effect of the CO-dark molecular gas in the PDR envelope is
shown theoretically to be controlled strongly by AV and should
increase in importance as the metallicity decreases (Wolfire et al.
2010; Krumholz & Gnedin 2011; Glover & Clark 2012). More
recent detailed studies comparing the dust and observed gas
properties in the LMC and other nearby galaxies with Herschel
and Planck have likewise highlighted the presence of this oth-
erwise undetected gas phase (§ 2.4), which could also be in the
form of optically thick HI.

In addition to the widely-used [CII] line, the DGS spectros-
copy programme traces the other key FIR ISM cooling lines
such as [OIII], [OI], [NIII] and [NII] (Table 1). These important
cooling lines are diagnostics to probe the FUV flux, the gas den-
sity (n) and temperature (T), and the filling factor of the ionized
gas and photodissociation regions (e.g., Wolfire et al. 1990;
Kaufman et al. 2006). While the new NASA-DFG airborne fa-
cility, SOFIA, will continue observing the FIR fine-structure
lines beyond Herschel’s lifetime, it must contend with the re-
sidual effects of the Earth’s atmosphere. Hence,Herschel allows
us the best sensitivity and spatial resolution to probe a variety of
emission lines from these intrinsically faint dwarf galaxies.

Since the ionization potential of C0 is 11.3 eV (Table 1)—
less than that required to ionize atomic hydrogen—[CII] can be
found in the ionized as well as the neutral phases. One way to
determine how much of the observed [CII] may be excited by
collisions with electrons in low density ionized regions, for ex-
ample, is to use the [NII] lines at 122 and 205 μm (e.g., Oberst
et al. 2011). SinceN0 requires an ionization potential of 14.5 eV,
these lines arise unambiguously from a completely ionized
phase. Their relatively low critical densities (ncrit) for collisions
with electrons (48–200 cm"3) make them useful to associate
any observed [CII] emission possibly arising from the diffuse
ionized gas, and thus provide a means to extract the PDR-only
origin component of the [CII] emission. The [NII] 122 μm line
is detected with PACS only in the brightest regions of the DGS

FIG. 2.—L½CII$=LFIR vs LCO=LFIR for local galaxies, and high-z galaxies
(Hailey-Dunsheath et al. 2010; Stacey et al. 2010) and low metallicity dwarf
galaxies (Madden 2000). Lines of constant L½CII$=LCO are shown (blue, dashed)
for 4,000 (local starburst and high-z galaxies) and 80,000, the maximum end of
dwarf galaxies. These observations are from the ISO/LWS and the KAO.
Herschel observations of dwarf galaxies will populate this plot further to the
upper left region. See the electronic edition of the PASP for a color version
of this figure.

TABLE 1

PACS FIR EMISSION LINES FOR THE DGS: THEIR PROPERTIES AND DIAGNOSTIC CAPABILITIES

Species λ (μm) Transition Excitationa Potential (eV) ncrit ðcm"3Þ Comments

[OI] . . . . . . 63.1 3P 2 " 3P 1 — 4:7 × 105b Emission from neutral regions only
With [CII] and LFIR-constrains incident FUV flux

[OI] . . . . . . 145.5 3P 1 " 3P 0 — 9:5 × 104b Ratio of both [OI] lines-measures local T ∼ 300 K
[OIII] . . . . . 88.3 3P 1 " 3P 0 35.1 510c Ionized regions only-radiation dominated by OB stars

With optical [OIII] lines (e.g., 495.9 and 500.7 nm)-probes
T and n in hot optically thin plasmas

[CII] . . . . . 157.9 2P 3=2 "
2P 1=2 11.3 2:8 × 103b, 50c Most important coolant of the warm, neutral ISM

Found in both neutral and ionized regions
[NII] . . . . . 121.7 3P 2 " 3P 1 14.5 310c Excited by collisions with electrons

Found only in ionized gas
[NII] . . . . . 203.9 3P 1 " 3P 0 14.5 48c Ratio of [NII] lines-excellent probe of low ne

[NIII] . . . . . 57.3 3P 3=2 "
3P 1=2 29.6 3:0 × 103c Ratio with [NII] can trace radiation field hardness

a Excitation potential: Here we refer to the energy needed to remove electrons to reach this state.
b Critical density for collisions with hydrogen atoms (kinetic T ¼ 300 K).
c Critical density for collisions with electrons.
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Circles: directly observed 
bright galaxy counts
in HST/CANDELS

Triangles:
Galaxy count slope
extrapolated 
to fainter galaxies

TIME-Pilot > 4 sigma
detection region



Twitter summary

TIME to start observations @ JCMT 
from 2017 if funded by NSF this 
year. #wdm14



Summary Infrared background is a probe of high-z 
galaxies and low-z intra-halo light.

From Spitzer fluctuations, a 0.1 to 0.5% of IHL 
fraction in z~1 to 5 Milky Way-like galaxies

From Hubble fluctuations, a measure of total 
SFRD of the Universe for the first time.

An instrument for CII fluctuations from 
reionization under construction to JCMT

 
See general intro to the subject
Andrea Ferrara, Nature, News & 
Views, 490, 494  (Oct 25 2012)


