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Feng , 2010

Sterile ν (4th right-handed ν) in keV 
can suppress the small scale fluctuation,  
and solve “sub-halo” problem.

AA48CH13-Feng ARI 16 July 2010 22:3
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1-keV sterile neutrino

Half WIMPS and half superWIMPS
WIMPs

All superWIMPs

Figure 15
The power spectrum
for scenarios in
which dark matter is
completely
composed of weakly
interacting massive
particles (WIMPs)
(solid), half WIMPs
and half
superWIMPs
(dashed), and
completely
composed of
superWIMPs
(dotted). For
comparison, the
lower solid curve is
for 1-keV sterile
neutrino warm dark
matter. From
Kaplinghat (2005).

GMSB: Gauge-
mediated
supersymmetry
breaking

particles damp the linear power spectrum, reducing power on small scales (Lin et al. 2000, Sig-
urdson & Kamionkowski 2004; Cembranos et al. 2005; Kaplinghat 2005; Profumo et al. 2005;
Jedamzik, Lemoine & Moultaka 2006; Borzumati, Bringmann & Ullio 2008). As seen in Figure 15,
superWIMPs may suppress small-scale structure as effectively as a 1-keV sterile neutrino, the pro-
totypical warm dark matter candidate (see Section 7). Some superWIMP scenarios may therefore
be differentiated from standard cold dark matter scenarios by their impact on small-scale structure;
for a review, see Primack (2009).

5. LIGHT GRAVITINOS
The gravitino dark matter candidates discussed in Section 4 have masses around mweak. Other
well-motivated, if somewhat problematic, candidates are light gravitinos, with masses in the range
of 1 eV–1 keV and very different implications for experiments.

5.1. Thermal Production
5.1.1. Gauge-mediated supersymmetry breaking. Low-energy supersymmetry elegantly ad-
dresses the gauge hierarchy problem but does not by itself solve the new physics flavor problem.
In fact, the goal of solving the new physics flavor problem is the prime driver in the field of super-
symmetric model building and motivates a particularly elegant subset of supersymmetric theories
known as gauge-mediated supersymmetry breaking (GMSB) models (Dimopoulos & Raby 1981;
Dine, Fischler & Srednicki 1981b; Alvarez-Gaume, Claudson & Wise 1982; Nappi & Ovrut 1982;
Dine, Nelson & Shirman 1995; Dine et al. 1996). In these models, supersymmetry-breaking is
transmitted from a supersymmetry-breaking sector to the MSSM by so-called messenger particles
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Table 1  Summary of dark matter particle candidates, their properties, and their potential methods of detection
 WIMPs SuperWIMPs Light Hidden DM Sterile ν Axions

Motivation GHP GHP GHP/NPFP GHP/NPFP ν Mass Strong CP
Naturally Correct Ω Yes Yes No Possible No No
Production Mechanism Freeze Out Decay Thermal Various Various Various
Mass Range GeV-TeV GeV-TeV eV-keV GeV−TeV keV µeV−meV
Temperature Cold Cold/Warm Cold/Warm Cold/Warm Warm Cold
Collisional    √   
Early Universe  √√  √   
Direct Detection √√   √  √√
Indirect Detection √√ √  √ √√  
Particle Colliders √√ √√ √√ √   
The particle physics motivations are discussed in Section 2.2; GHP and NPFP are abbreviations for the gauge hierarchy problem and new physics flavor
problem, respectively. In the last five rows, √√ denotes detection signals that are generic for this class of dark matter candidate and √ denotes signals that
are possible, but not generic. “Early Universe” includes phenomena such as BBN (Big Bang nucleosynthesis) and the CMB (cosmic microwave
background); “Direct Detection” implies signatures from dark matter scattering off normal matter in the laboratory; “Indirect Detection” implies signatures of
late time dark matter annihilation or decay; and “Particle Colliders” implies signatures of dark matter or its progenitors produced at colliders, such as the
Large Hadron Collider (LHC). See the text for details.
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neutrinos is one of the exciting frontiers both for astrophysics and for particle physics.

γ

ν νs α

Figure 2.1 Feynman diagram of a sterile neutrino radiative decay. νs, να and γ indicate

a sterile neutrino, an active neutrino and a photon, respectively.
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Perseus
Full stacked clusters

Accepted

Excluded

Excluded
M31

Willman 1

MW center

Loewenstein+10 (line detection)
Prokhonov+10 (line detection)

Boyarsky+12 (3σ upper limit)

Bulbul+14 (line detection)
Boyarsky+14a (line detection)

Horiuchi+14 (3σ upper limit)

ms

(DM overproduction)

(Not enough DM)

Figure 2.2 Constraints on (allowed region of) the sterile neutrino massesms and mixing

angles sin2 2θ. Their 3σ bounds by previous works are indicated (red and yellowish

green solid lines; Boyarsky et al., 2012; Horiuchi et al., 2014). The regions above

these solid lines had been excluded and the cyan shaded region had been accepted

until this work was done. The cross marks indicate the parameters (ms and sin2 2θ)

derived from the energies and intensities of the possible lines by previous works if they

originate from the sterile neutrinos. The grey shaded regions are excluded by the non-

resonant (upper region; no lepton asymmetry; Boyarsky et al., 2009a) and the resonant

production with the maximal lepton asymmetry attainable in the νMSM (lower region;

Shaposhnikov, 2008; Laine & Shaposhnikov, 2008). The region below 1 keV is ruled

out by the Tremaine-Gunn phase-space density considerations (Boyarsky et al., 2009a)

and on the Lyman-α analysis (Boyarsky et al., 2009b,c).
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2.4 Sterile neutrinos as dark matter candidates

Recently, the sterile neutrinos as dark matter candidates attract a lot of attention. They

are hypothetical particles beyond the Standard Model which have right-handed chirality

while the ordinary neutrinos (electron-, mu- and tau-neutrino; hereafter active neutrinos)

have left-handed chirality and interact only gravitationally and weakly with the active neu-

trinos. They could be sufficiently generated in the early Universe through given mechanisms

(Dodelson & Widrow, 1994; Shi & Fuller, 1999; Kusenko, 2006; Shaposhnikov & Tkachev,

2006; Petraki & Kusenko, 2008). The relic sterile neutrino abundance from scattering-

induced conversion of the active neutrinos was first analytically estimated by Dodelson &

Widrow (1994) and able to account for all of dark matter. The model containing the sterile

neutrinos (neutrino Minimal Standard Model; νMSM) is strongly motivated by the neutrino

flavor oscillation (non-zero masses and mixing of the active neutrinos) which is supported

by the atmospheric neutrino evidence of the Super-Kamiokande (Fukuda et al., 1998), the

baryon asymmetry of the Universe and other curious things beyond the Standard Model

(e.g. Asaka & Shaposhnikov, 2005; Asaka et al., 2005). Moreover, introducing the sterile

neutrinos may also help to explain several observed phenomena: the pulsar kicks (Kusenko

& Segrè, 1997; Fuller et al., 2003; Kusenko, 2004; Kusenko et al., 2008), the fast growth

of black holes (Munyaneza & Biermann, 2005, 2006) and the enhanced molecular hydrogen

production associated with the early star formation (Biermann & Kusenko, 2006; Stasielak

et al., 2007). A keV-mass sterile neutrino is a WDM candidate (e.g. Abazajian et al., 2001a).

It resolves several inconsistencies between the predictions of the CDM model and the obser-

vational results such as the shape and smoothness of dark matter halos (Goerdt et al., 2006;

Gilmore et al., 2007; Wyse & Gilmore, 2008; Lovell et al., 2014).

The flavor oscillation between the sterile neutrino and the active neutrinos (or radiative

decay) is predicted (Figure 2.1) although its mixing angle may be really small. On this

occasion, a photon with the energy E = ms/2 is emitted (ms is a sterile neutrino mass).

Since the keV-mass sterile neutrino should decay and produce a keV X-ray photon, a search

for this radiative decay line emission in the X-ray range is meaningful. The decay rate (Γ),

the inverse of their lifetime, is written as

Γ =
9αGF

2

1024π2
ms

5 sin2 2θ

= 1.4× 10−32
( ms

1 keV

)5
(
sin2 2θ

10−10

)
s−1, (2.1)

where α is the fine-structure constant, GF is the Fermi constant and θ is a sterile neutrino

mixing angle (Pal & Wolfenstein, 1982). Its line flux is proportional to Γ (detailed in Chapter

3). Thus, astrophysical X-ray observations give constraints on parameters of their masses

and mixing angles. Figure 2.2 shows their constraints by previous works. Since the remaining

parameter space is not so large, the search for radiative decay line emission of the sterile

Therefore, in [9] S was derived for any type of DM density
profile, used by observers to describe the DM distribution
in halos in the broad range of sizes (0:2 kpc & rC &
2:5 Mpc) and masses (108M! <M200 < 1016M!). The re-
lation !!CrC ’ 141M! pc"2, derived in [7] for galaxies,
and S # 200M! pc"2, proposed in the Ref. [12] for gal-
axies and galaxy clusters, could serve as approximations of
relation (2) at low- and high-mass ends of the data. This is
clear from Fig. 1 in which the data from [9] are presented
together with the fit (2) (solid line).

The relation (2) is derived from the analysis of data on
DM halos of structures with significantly different physics
of the luminous matter. The fact that the properties of DM
distributions in all these structures follow the same scaling
relation allows to conjecture that the observed scaling is a
‘‘baryon-independent’’ characteristics of DM halos.

A strong argument in favor of such a conjecture is given
by agreement of the relation (2) derived from observational
data with a similar relation derived from pure DM N-body
simulations, performed in the framework of the "CDM
model [13]. The distributions of DM particles in simulated
halos are fitted by a density profile, from which S is
computed using Eq. (1). As discussed in [9], not only the
trend S #M0:2, but also the scatter of individual objects
around the average (the pink shaded region in the Fig. 1
represents 3" scatter of the data from the simulations of
Ref. [13]) and a different slope for dwarf satellite galaxies
(gray dashed line) are reproduced extremely well. The
quantity S is computed using the best-fit models obtained
by different groups of observers for each object and com-
pared directly with the results of numerical simulations,
without questioning the suggested values of M and S. The
agreement with N-body simulations confirms that, despite

different nature and quality of the observational data, the
relation (2) is a physical effect rather than a consequence of
an observational bias. Our goal here is to explain this
property of the "CDM model.
Secondary infall model.—In spite of apparent simplicity

of relation (2) no qualitative explanation and/or analytical
derivation of the observed decrease of the average halo
density with the increase of the halo mass or size has been
proposed so far. In what follows we show that this effect
could be readily understood within a semianalytical model
of structure formation, known as ‘‘secondary infall’’
model. Within this model, the column density S is ex-
pected to change slowly with the increase of the overall
halo mass, S #M#

halo, with # $ 1=3. Under some simpli-
fying assumptions (see below), the upper limit # ¼ 1=3 is
achieved in structures which continue to grow at present.
The secondary infall model [14–19] (see also [20] for a

recent review) provides an analytic description of the
growth of the mass MðtÞ and size RðtÞ of DM halos in
the course of spherically symmetric accretion from cos-
mological matter flow. One assumes that initial overdensity
at the time ti is distributed in a spherically symmetric way
so that the initial mass distribution depends only on the
distance r from the inhomogeneity center

mðr; tiÞ ¼
4$

3
!MðtiÞr3 þ %miðrÞ; (3)

where !MðtiÞ ¼ ð6$Gt2i Þ"1 is the cosmological matter
density and %mðrÞ is distance-dependent mass excess.
(We neglect the " term for sufficiently early ti.)
The entire DM distribution is split into thin shells pa-

rameterized by their initial radii ri ¼ rðtiÞ. Evolution of the
radius rðtÞ of each shell is governed by the Newtonian
dynamics

d2r

dt2
¼ " @UðrÞ

@r
¼ "GmðtÞ

r2
; (4)

where UðrÞ is the gravitational potential and mðtÞ is the
mass inside the radius rðtÞ. Initial velocities of the shells
are assumed to follow Hubble law _rðtiÞ ¼ HðtiÞri, with
HðtÞ being the expansion rate of the Universe.
If %miðriÞ> 0 expansion of the shell with given ri slows

down faster than it would do in the absence of central
overdensity. A straightforward calculation allows to find
the time t) at which _rðt)Þ ¼ 0 and the shell reaches maxi-
mum (turnaround) radius R) ¼ rðt)Þ

t) ¼
!
$2R3

)
8Gmi

"
1=2

; R) ¼ ri
mi

%miðriÞ
: (5)

At any given moment of time t one can define the boundary
of the spherical halo RðtÞ as the turnaround radius of a shell
for which t ¼ t). From Eq. (5) the mass within this radius,
MðtÞ ¼ mi, is related to RðtÞ via

RðtÞ ¼
!
8GMðtÞt2

$2

"
1=3

: (6)

Continuous growth of the size and mass of the spherical

FIG. 1 (color online). Column density S as a function of halo
massM200. The gray solid line is the relation (2), coinciding with
predictions of N-body simulations [13], using the WMAP5 [2]
cosmological parameters. The shaded region shows the 3"
scatter in the simulation data. The vertical lines indicate the
mass range probed by simulations. The gray dashed line shows
the results from the Aquarius simulation [23] for satellite haloes.
The black dashed-dotted line follows from the infall model.

PRL 104, 191301 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
14 MAY 2010

191301-2

Boyarsky et al. 2010

“Column density” in the fov SDM  
is proportional to the signal 
⇒ (Milky Way and extra) galaxies 

& clusters of galaxies can be  
good targets.
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as dark matter origin (Nieto & Mirabal, 2010). Although Prokhorov & Silk (2010) reported

a signature at 8.7 keV observed with Suzaku in Koyama et al. (2007a) as excess in the Fe

XXVI Lyman-γ line, the energy resolution of the current X-ray observatories did not allow

to reach any conclusion. As a whole, no hard evidence for these possible lines was obtained

so far.

Table 2.1 Previous searches for a keV signature of dark matter (examples).

Reference Target Instrument Exposure Note

(Satellite) [ksec]

Boyarsky+ 2006b MW∗ XMM-Newton 1450

Boyarsky+ 2006c Coma, Virgo XMM-Newton 20, 40

Boyarsky+ 2006d LMC† XMM-Newton 20

Riemer-Sørensen+ 2006 MW Chandra –

Watson+ 2006 M31 center XMM-Newton 35

Riemer-Sørensen+ 2007 A520 Chandra 67

Boyarsky+ 2007 MW, UMi‡ XMM-Newton 547, 7

Abazajian+ 2007 MW Chandra 1500

Boyarsky+ 2008 Bullet Cluster Chandra 450

Boyarsky+ 2009 M31 center XMM-Newton 130

Loewenstein+ 2009 UMi‡ Suzaku 70

Riemer-Sørensen+ 2009 Draco§ Chandra 32

Loewenstein+ 2010 Willman 1§ Chandra 100 2.5 keV line (1.8σ).

Prokhonov+ 2010 MW center Suzaku 370 8.7 keV line (3.0σ).

Boyarsky+ 2010 M31, Fornax, XMM-Newton, 400, 52, No 2.5 keV line.

Sculptor Chandra 162

Nieto+ 2010 Willman 1§ Chandra 100 No 2.5 keV line.

Borriello+ 2012 M33 XMM-Newton 20 – 30

Watson+ 2012 M31 off-center Chandra 53

Loewenstein+ 2012 Willman 1 XMM-Newton 60

Kusenko+ 2013 UMi, Draco Suzaku 200, 200

Horiuchi+ 2014 M31 Chandra 404

Bulbul+ 2014 Clusters XMM-Newton 8855 3.5 keV line (4.3σ).

Boyarsky+ 2014a M31, Perseus XMM-Newton 2452, 745 3.5 keV line (4.4σ).

MW XMM-Newton 15700 No 3.5 keV line.

Boyarsky+ 2014b MW center XMM-Newton 2640 3.5 keV line (5.7σ).

Notes.

∗ The Milky Way galaxy.

† Large Magellanic Cloud.

‡ UMi: Ursa Minor dwarf galaxy.

§ Dwarf galaxies (satellite galaxies of the Milky Way)

6 2 Review of dark matter search with X-ray satellites

Table 2.2 Detection reports of the possible 3.5 keV signature (Iakubovskyi, 2014).

Reference Target Instrument Exposure Energy Intensity

[ksec] [keV] [10−6 cm−2 s−1]

Bulbul+ 2014 Full stacked clusters MOS† 6784 3.57±0.02 4.0±0.8

Full stacked clusters PN† 2071 3.51±0.03 3.9+0.6
−1.0

Coma+Cen+Oph∗ MOS 525 3.57(fix) 15.9+3.4
−3.8

Coma+Cen+Oph PN 184 3.57(fix) < 9.5(90%)

Perseus∗ MOS 317 3.57(fix) 52.0+24.1
−15.2

Perseus PN 38 3.57(fix) < 17.7(90%)

Perseus MOS 317 3.57(fix) 21.4+7.0
−6.3

Perseus PN 38 3.57(fix) < 16.1(90%)

Clusters MOS 5941 3.57(fix) 2.1+0.4
−0.5

Clusters PN 1849 3.57(fix) 2.0+0.3
−0.5

Perseus ACIS-S‡ 0.9 3.56±0.02 10.2+3.7
−3.5

Perseus ACIS-I‡ 0.5 3.56(fix) 18.6+7.8
−8.0

Virgo∗ ACIS-I 0.5 3.56(fix) < 9.1(90%)

Boyarsky+ 2014a M31 MOS 979 3.53±0.03 4.9+1.6
−1.3

M31 MOS 1473 3.50 – 3.56 < 1.8(2σ)

Perseus MOS 529 3.50±0.04 7.0±2.6

Perseus PN 216 3.46±0.04 9.2±3.1

MW MOS 15700 3.45 – 3.58 < 0.7(2σ)

Riemer-Sørensen+ 2014 MW center ACIS-I 751 ∼3.5 < 25(2σ)

Jeltema+ 2014 MW center MOS 1375 ∼3.5 < 41

MW center PN 487 ∼3.5 < 32

M31 MOS 979 3.53±0.07 2.1±1.5

Boyarsky+ 2014b MW center MOS 2640 3.539±0.011 29±5

Malyshev+ 2014 Combined dSphs MOS+PN 822+233 3.55(fix) < 0.254(90%)

Urban+ 2014 Perseus core XIS§ 740 3.510+0.023
−0.008 32.5+3.7

−4.3

Perseus confined XIS 740 3.592+0.021
−0.024 18.8+6.5

−5.5

Coma∗ XIS 164 ∼3.45 ∼30

Ophiuchus∗ XIS 83 ∼3.45 ∼40

Virgo XIS 90 3.55 < 6.5(2σ)

Notes.

∗ Clusters of galaxies.

† X-ray CCD instruments of XMM-Newton.

‡ X-ray CCD instruments of Chandra.

§ X-ray CCD instruments of Suzaku.

Summarized by Sekiya PhD thesis (2015)
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The Astrophysical Journal, 789:13 (23pp), 2014 July 1 Bulbul et al.

Figure 6. 3–4 keV band of the stacked XMM-Newton MOS spectrum of the
full sample. The spectrum was rebinned to make the excess at ∼3.57 keV more
apparent.
(A color version of this figure is available in the online journal.)

The surface brightness of the DM decay signal is proportional
to the DM column density SDM =

∫
los ρDM(r)dr . The observed

photon flux from the DM decay into a solid angle ΩFOV is given
by

FDM = MFOV
DM

4πD2
L

Γγ

ms

(1 + z) photons cm−2 s−1, (3)

where Γγ and ms are the decay rate and mass of the sterile
neutrino (see Equation (1) and Pal & Wolfenstein (1982)), MFOV

DM
is the projected DM mass within the spectral extraction region
(Rext, which is either R500 or RFOV), and DL is the luminosity
distance.

The DM mass projected along the line of sight is

MFOV
DM =

∫

los
ρDM(r)dr, (4)

where ρDM(r) is the distribution of dark matter determined by
the Navarro–Frenk–White (NFW) profile (Navarro et al. 1997)
and given by

ρDM(r) = ρc

(r/rs)(1 + r/rs)2
, (5)

where ρc is a characteristic density and rs is a scale radius. The
integration of the dark matter distribution within the extraction
radius (given in Table 4) is along the line of sight. An extraction
radius of 700′′ was used for the clusters larger than the FOV of
XMM-Newton, while an extraction radius of R500 was used for
the clusters smaller than the FOV.

The expected contribution of each cluster i to the total DM
line flux in the stacked spectrum is

ωi,dm =
M

proj
i,DM(< Rext)(1 + zi)

4πD2
i,L

ei

etot
, (6)

where zi is the redshift of the ith cluster and ei and etot are the
exposure time of the ith cluster and the total exposure time of
the sample, respectively.

The dark matter mass within the extraction radius is estimated
as

MDM(Rext) = Mtot(Rext) − Mgas(Rext) − M∗(Rext), (7)

where Mtot(Rext), Mgas(Rext), and M∗(Rext) are the total mass,
gas mass, and stellar mass in the extraction radius Rext, respec-
tively. The observed Vikhlinin et al. (2009) temperature–mass
scaling relation was used to infer total masses for the intra-
cluster gas temperatures measured from the XMM-Newton ob-
servations. The gas mass is determined following the method
described in Bulbul et al. (2010). The contribution of stars to the
total baryon budget is modest at large radii but more important
in the cluster centers because of the presence of cD galaxies.
At large radii (! R500), M∗ is 10%–15% of the gas mass (Lin
& Mohr 2004; Vikhlinin et al. 2006). Stellar masses of each
cluster were determined using the stellar mass–total mass scal-
ing relation (Gonzalez et al. 2013). The calculated dark matter
masses were corrected using this factor. The projected dark
matter masses within Rext were then determined by projecting
NFW profiles (Bartelmann 1996; Golse & Kneib 2002; Loewen-
stein et al. 2009). We used a concentration parameter c500 = 3
from the Vikhlinin et al. (2006) c−M500 scaling relation and
the median total mass within R500 of the full sample, which is
∼6 × 1014 M⊙. The projected dark matter mass within each
spectral extraction radius is given in Table 4.

Weights for the responses to be included in the stacked-
spectrum response were calculated as follows. The number of
dark matter decay photons in each cluster spectrum is

Si = α ωi,dm etot Ai, (8)

where Ai is the ancillary response (the instrument effective area)
at photon energy E/(1+zi), and α is the ratio of the decay rate of
sterile neutrinos to the sterile neutrino mass ms (here we denote
α ≡ Γγ /ms). The total number of dark matter photons in the
stacked line is

Sline =
i=73∑

i=0

Si

= α ωtot etot Aω, (9)

where the weighted ARF Aω is a function of the total weight
ωtot,

Aω =
∑

i

ωi

ωtot
Ai, (10)

and
ωtot =

∑

i

ωi . (11)

The weighted responses Aω were used to model our new line,
while X-ray count-weighted response files were used to model
the other known emission lines and the continuum components.

For MOS, the flux in the 3.57 keV line was 4.0+0.8
−0.8 (+1.8

−1.2) ×
10−6 photons cm−2 s−1, where the errors are 68% (90%).
For PN, at the best-fit energy of 3.51 keV, the line flux is
3.9+0.6

−1.0 (+1.0
−1.6) × 10−6 photons cm−2 s−1. If we fix the line

energy from the MOS fit, for PN we obtain the flux 2.5+0.6
−0.7

(+1.0
−1.1) × 10−6 photons cm−2 s−1.

We note that the line energy detected in the stacked PN
observations of the full sample is consistent with the K xviii
line at 3.515 keV. However, the measured flux from this line is a
factor of 20 above the expected flux of the K xviii line, estimated
based on the measured fluxes of the S xvi, Ca xix, and Ca xx
lines and assuming a consistent relative abundance for K xviii
along with the plasma temperature from AtomDB. In addition,
the detected energy in the stacked MOS observations of the full
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（3.55-3.57)±0.03 keV line from clusters of galaxies (Bulbul+2014)

2150 T. Jeltema and S. Profumo

Figure 3. Left: stacked MOS spectrum of M 31 in the 3.0–4.0 keV range along with the best-fitting simple power law and residuals. Right: confidence contours
on the combination of line energy and line flux after a Gaussian line is added to the spectrum on the left. Contours show the 68 per cent (black), 90 per cent
(red), and 99 per cent (green) confidence regions.

lower than what was found by Boyarsky et al. (2014) whose flux
may have been amplified by residuals in the spectrum outside of the
3–4 keV range.

Extending the energy range to consider the data between 3–5 keV
and 3–7 keV likewise does not lead to the detection of a line near
3.5 keV at more than 2σ significance (Jeltema & Profumo 2014).
For a broad energy range, the continuum cannot be model simply
as a single power law; fitting energies above 5 keV our background
model includes instrumental and astrophysical lines from Cr, Mn,
and Fe as well as an additional unfolded power law to account
for the particle background. In the very broad, 2–8 keV energy
range considered by Boyarsky et al. (2014), additional astrophysical
plasma lines and instrumental features also come into play. Fitting
this energy range with a model similar to Boyarsky et al. (2014), we
find that spurious residuals appear in the spectrum near 3 keV which
are not line-like in nature (see e.g. fig. 2 in Jeltema & Profumo 2014).
The most significant feature in these residuals is a deficit compared
to the model between 2.8–3.1 keV followed by a slight excess
extending from 3.1 to 3.8 keV. The 3.5 keV ‘excess therefore results
from poor continuum modelling. We conclude that no significant
line emission near 3.5 keV is detected in M 31.

4 D ISCUSSION OF SYSTEMATIC EFFECTS

There are three general possibilities for the origin of the 3.5 keV line
seen in the GC and in clusters: (1) some form of new physics, such
as dark matter decay or annihilation, or axion–photon conversion;
(2) emission from potassium with either an abundance somewhat
higher than nominally expected given our understanding of relative
elemental abundances in the Sun or with an emissivity higher than
what predicted from AtomDB; or (3) systematics in the analysis
and/or instrumental response. In this section, we review and address
possible systematic effects.

Given the weakness of the 3.5 keV line, it is worth consider-
ing whether the line could originate from an instrumental feature
such as a systematic error in the calibration of the instrumental re-
sponse or from systematics in the analysis procedure. For example,
Tamura et al. (2015) find significant systematic errors in the effec-
tive area calibration of Suzaku XIS using Crab nebula observations,
and argue that these might contribute to the detection of a line at
3.5 keV. A 3.5 keV line has not been detected in XMM black fields,
stacked dwarf, or stacked galaxy observations (Anderson et al. 2014;
Boyarsky et al. 2014; Malyshev et al. 2014), arguing against an in-

strumental feature, which would presumably be present in all XMM
observations. In addition, as Bulbul et al. (2014a) stack clusters at a
range of redshifts after shifting the spectra to the rest frame, instru-
mental features would be smeared out in their analysis, though it is
not clear to what extent a few clusters dominate the 3.5 keV signal in
their stacks. However, it is also possible that the analysis procedure
itself leads to the detection of a spurious line or to overestimating
the flux of a weak line. Tamura et al. (2015) argued that the inclusion
of several weak lines which significantly overlap given the instru-
mental energy resolution would lead to a suppressed continuum
flux determination, creating artificial excesses in line-free regions
(see their Fig. 13). Removing the plasma lines neighbouring, the
3.5 keV line in our GC fits significantly worsens the fit quality and
does not remove the preference for a 3.5 keV line, but it remains
possible that the presence of a large number of overlapping plasma
lines could affect the flux determination of weak lines.

As an additional test of possible systematic effects, we anal-
ysed XMM observations of the Tycho supernova remnant (SNR),
an object for which a new physics origin for a line at 3.5 keV
similar to the ones advocated to explain the 3.5 keV line from
clusters and galaxies would be highly unlikely. Tycho shows
overall similar plasma emission features (Hayato et al. 2010) to
those seen in the GC. Tycho was observed several times with
XMM and we analyse the seven relatively flare-free observations
(obsIDs 0096210101, 0310590101, 0310590201, 0412380201,
0412380301, 0412380401, 0511180101). The data were reduced
following that same procedure outlined in Section 2.1, concentrat-
ing on the combined MOS1 and MOS2 data. The net flare-free
exposure time was 173 ks for MOS1 and 176 k for MOS2. Fitting
the combined MOS spectrum extracted from the full FOV in the
2.3–4.5 keV range, strong emission lines due to S, Ar, and Ca are
found, similar to those detected for the GC, with the exception of
Ca XX at 4.1 keV which is not detected in Tycho. These lines are
velocity broadened by 20–40 eV (Hayato et al. 2010), and we fit for
the line width using the brightest lines while constraining weaker
lines of the same element to have the same width.

As in the GC and clusters, we find that also for the Tycho SNR
the addition of a line near 3.5 keV significantly improves the fit.
In this case, the best-fitting line energy is 3.55 keV with a flux of
2.2 ± 0.3 × 10−5 photons cm−2 s−1. The ratio of the flux of this line
compared to the S XVI line flux is 0.08. If interpreted as emission
from K XVIII despite the offset in energy, this flux ratio implies an
overabundance of K relative to S compared to solar for any plasma

MNRAS 450, 2143–2152 (2015)
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No detection in M31 and GC (Jeltema & Profumo 2015)

The Astrophysical Journal, 789:13 (23pp), 2014 July 1 Bulbul et al.

Figure 7. 3–4 keV band of the stacked MOS (left panel) and stacked PN (right panel) spectra of the Perseus Cluster. The figures show the energy band, where a new
spectral feature at 3.57 keV is detected. The Gaussian lines with peak values of the flux normalizations of K xviii and Ar xvii estimated using AtomDB were included
in the models. The red lines in the top panels show the model and the excess emission in both spectra. The blue lines show the total model after a Gaussian line is
added, indicating that the unidentified spectral line can be modeled with a Gaussian.
(A color version of this figure is available in the online journal.)

However, the fluxes of the nearby K xviii line at 3.51 keV and
the Ar xvii DR line at 3.62 keV were at their allowed upper
limits predicted from AtomDB. Relaxing the upper limits has
shifted the line energy higher, to 3.59 +0.01

−0.03 (+0.02
−0.04) keV, with a

flux of 5.5+1.7
−0.8 (+3.7

−1.5) ×10−5 photons cm−2 s−1 giving a slightly
better fit (χ2 of 594.5 for 572 dof). We note that the line
energy of this extra line gets close to the Ar xvii DR line at
3.62 keV. So we removed the extra Gaussian line and re-fit the
Perseus spectrum removing the upper limits on the Ar xvii DR
line. We obtained only a slightly worse fit than the previous
case, with a χ2 of 598.8 (574 dof). The measured flux of the
Ar xvii DR line at 3.62 keV in this case was 4.8+0.7

−0.8 (+1.3
−1.4) ×

10−5 photons cm−2 s−1, which is a factor of 30 above the
predicted maximum flux of the Ar xvii DR line based on the
measured flux of the Ar xvii line at ∼3.12 keV and AtomDB
line rates. The predicted maximum flux of the Ar xvii DR line
for the Perseus spectrum was 1.6 × 10−6 photons cm−2 s−1

(<0.01 times the flux of the Ar xvii triplet at ∼3.12 keV).
This test showed that the line detected in the Perseus Cluster

could also be interpreted as an abnormally bright Ar xvii DR
line. We note, however, that obtaining such a bright DR line
relative to the He-like triplet at 3.12 keV is problematic. The
emissivity of the satellite line peaks at kT = 1.8 keV and
declines sharply at lower temperatures, in addition to the change
in the ionization balance, which reduces the Ar+17 content of
the plasma. The emissivity ratio for the DR/3.12 keV has its
maximum value of 0.04 at kT = 0.7 keV, but the emissivity of
both lines is weak here, so any hotter component will dominate
and lead to a lower ratio being observed.

To avoid cool gas in the Perseus core contaminating the
flux of the nearby Ar and K lines, we also tried excising the
central region with 1′ radius of the cluster and performed the
fit on the core-excised co-added MOS spectrum. We found that
adding an extra Gaussian line at 3.57 keV has improved the
fit by ∆χ2 of 12.8 for an additional degree of freedom with a
best-fit flux of 2.1 +0.7

−0.6 (+1.2
−1.1) × 10−5 photons cm−2 s−1 (see

Figure 8). Excising the innermost 1′ reduced the flux of the
detected line by a factor of two, indicating that most of the
flux of this emission originates from the cool core. The mixing
angle that corresponds to the line flux from the core-excised
Perseus spectrum is consistent within 1σ–2σ with those for

Figure 8. 3–4 keV band of the core-excised stacked MOS spectrum of the
Perseus Cluster. The figures show the energy band, where a new spectral
feature at 3.57 keV is detected. The Gaussian lines with peak values of the flux
normalizations of K xviii and Ar xvii estimated using AtomDB were included
in the models. The red lines in the top panels show the model and the excess
emission in both spectra. The blue lines show the total model after a Gaussian
line is added, indicating that the unidentified spectral line can be modeled with
a Gaussian.
(A color version of this figure is available in the online journal.)

the bright clusters (Centaurus+Coma+Ophiuchus) and the full
sample, respectively (Table 5).

We also note that some scatter of the dark matter decay signal
between individual clusters is naturally expected. For example,
one can imagine a filament of dark matter along the line of
sight in the direction of Perseus, which may boost the flux of
the detected line and cause tension between the Perseus Cluster
and the full sample. However, such a filament would have to be
rather extreme.

3.5. Refitting Full Sample with Anomalous 3.62 keV Line

With the knowledge that the 3.62 keV line can be anomalously
high (at least in Perseus), we should now try to re-fit the stacked
MOS spectrum of the full sample to see if the line in the full
sample is affected by the 3.62 keV excess from Perseus, which

15
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Fig. 7. Same as the previous plot, but for C10 annular region spectra.

Fig. 8. Same as the previous plot, but with model (blue and magenta)
including a line emission at 3.51 keV with a flux measured in B14 (5.2 ×
10−5 photons cm−2 s−1). (Color online)

Si-escape feature of this transition as seen in the spectra
around 4.8 keV. To compensate for uncertainties of line
central energies in the APEC model and of the instrumental
energy-scale, we allow redshift for each line to vary within
±0.5% of the model value. (!z < 0.005).

The fitting results are shown in figure 9a. This model
(“model-1”) provides a good fit with a χ2 value of 1127
for 561 degrees of freedom.

We show line emission features in terms of the data ratio
to the same model but without line emission (figure 10).
This clearly demonstrates detection of known atomic lines
and a lack of line features between the Ar and Ca lines in
energy.

There are some residuals of a few percent of the observed
counts. Among them, we identified four systematic features
as listed in table 7 and marked in figure 10. The first feature
is also seen in the Crab spectral fitting (see, e.g., figure 4) and
related to an instrumental Au edge. The second is between
He- and H-like Ca transitions. The third is close to the Fe-
K Si escape line. To model these three residuals we added

Table 6. Relevant line positions.

Energy Ion Type and notes
(keV)

Unidentified line measured in Bulbul et al. (2014) (table 5)
All in rest frame energy

3.57 ± 0.02 from the MOS∗

3.51 ± 0.03 from the pn
3.56 ± 0.02 from the ACIS-S

Used in “Line0APEC+Lines” model (subsections 3.3, 3.4)†

2.0050 Si XIV H-like, Lyα

2.4600 S XV He-like, triplet
2.6220 S XVI H-like, Lyα

3.1400 Ar XVII He-like, triplet
3.3230 Ar XVIII H-like, Lyα

3.9020 Ca XIX He-like, triplet
4.1080 Ca XX H-like, Lyα

5.6820 Cr XXIII He-like, triplet
6.7000 Fe XXV He-like, triplet

Used in Bulbul et al. (2014) within 3–6 keV
3.12 Ar XVII ‡
3.31 Ar XVIII ‡
3.47 K XVIII

3.51 K XVIII

3.62 Ar XVII DR§

3.68 Ar XVII

3.71 K XIX

3.86 Ca XIX

3.90 Ca XIX ‡
3.93 Ar XVIII

4.10 Ca XX ‡
4.58 Ca XIX

5.69 Cr XXIII

∗At the Perseus z, observed at 3.57/1.016 = 3.51 keV.
†All positions are taken from the AtomDB database.
‡Correponding transitions are given in the second rows, “Used in
‘Line0APEC+Lines’ model.”

§Dielectronic recombination.
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Fig. 11. Weak line search result with the Perseus C10 spectra (black) and the Crab spectra (dash-dotted and red). This plot shows (!χ2)1/2 (in unit of σ )
between the local models with and without line feature at the energy given on the horizontal axis with positive (emission) or negative (absorption)
signs in the best-fit line intensity. (Color online)

Fig. 12. Same result as figure 11, shown in terms of the best-fitting line intensity in EW and its 68% confidence ranges. Positions of atomic lines from
Si, S, Ar, Ca, Mn, and the identified features (2.72, 4.00, and 4.77 keV; table 7) are shown by dashed and dotted lines, respectively. (Color online)

flux and effective area from their figure 5, we translate their
flux of (5.2+3.7

−2.1) × 10−5 photons cm−2 s−1 (90% confidence
limits) for the Perseus cluster (with the core) into a line
EW of 2.9 eV, shown in figure 12. Their detected position
of 3.57 ± 0.03 keV (90% confidence) in the rest-frame is
redshifted to 3.51 ± 0.03 keV. At this position, our limit
of the line EW from the Perseus spectra is −(1.0–0.5) eV,
well below the XMM-Newton best-fitting value. At this
energy the Crab spectral fitting gives line fluxes in minus EW
down to −1.5 eV. Accordingly we estimate the systematic
line flux uncertainty around this energy to be 1.5 eV (68%
confidence limit). By scaling the line flux in B14 given above
by the EW ratio this EW corresponds to a line flux of 5.2
× (1.5/2.9) × 10−5 = 2.7 × 10−5 photons cm−2 s−1. This
estimate is a half of the XMM-Newton-detected flux but
still close enough to be within 90% confidence of the XMM-
Newton-detected flux.

3.5 Line flux measurements of the unidentified
line at 3.5 keV

B14 detected an unidentified emission line from the Perseus
cluster center at a rest-frame energy of 3.57 ± 0.02 keV
with a flux of 5.2+2.4

−1.5 × 10−5 photons cm−2 s−1 (68% sta-
tistical confidence limits) with the XMM-Newton MOS
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Fig. 13. Line fluxes in the Perseus center from XMM-Newton, Chandra,
and Suzaku detectors at 3.51 keV. The XMM-Newton and Chandra values
are taken from Bulbul et al. (2014) and include 68% confidence statistical
errors. Numbers in parentheses after the detector name are sizes of
spectral extraction in arcmin2. Note that pn and XIS spectra provided
only an upper limit.

CCD. They also measured line fluxes from the same object
using other XMM-Newton and Chandra detectors as pre-
sented in figure 13. This MOS flux is the largest among
measured fluxes from other clusters in B14. On the con-
trary, we found no sign of this line feature in the Suzaku
XIS spectra from the same Perseus cluster center around
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Suzaku is also sensitive to detect Cr lines

No features
Upper limits by 
Suzaku

Cr lines

23-5 Publications of the Astronomical Society of Japan (2015), Vol. 67, No. 2

detection of a weak line feature, limited by the energy
response calibration.

3 Suzaku observations and data analysis

3.1 Observations and basic data reduction

The Perseus cluster center has been observed twice-yearly as
a calibration target of the XIS and we have used all available
data. These data were used in the instrument calibration
reported by Koyama et al. (2007), Ozawa et al. (2009), and
Uchiyama et al. (2009) and in cluster spectroscopic studies
(e.g., Tamura et al. 2014).

We used the same data and analysis method as those in
Tamura et al. (2009, 2014) and added new observations.
Data obtained from 2007 to 2014 taken in the normal
window and SCI “on” mode are used as shown in table 3.
The total exposure time is more than 500 ks for each CCD

Table 3. Suzaku central pointings of the Perseus cluster.

Date Sequence Exp∗ Roll†

(ks) (◦)

2007 Feb 101012020 40.0 258.7
2007 Aug 102011010 35.1 83.4
2008 Feb 102012010 34.9 255.2
2008 Aug 103004010 34.1 86.8
2009 Feb 103004020 46.3 256.1
2009 Aug 104018010 34.2 67.0
2010 Feb 104019010 33.6 277.3
2010 Aug 105009010 29.6 66.6
2011 Feb 105009020 32.9 259.7
2011 Aug‡ 106005010 34.1 83.8
2012 Feb 106005020 41.1 262.0
2012 Aug 107005010 33.2 72.6
2013 Feb 107005020 35.6 256.3
2013 Aug 108005010 38.1 76.2
2014 Feb 108005020 34.1 256.0

∗Exposure time.
†Roll angle of the pointing defined as north to DETY axis.
‡No XIS-3 data is available.

as given in table 4. We use XIS 0 (FI), XIS 1 (BI), and
XIS 3 (FI) (XIS 2 is not used).

Detailed descriptions of the Suzaku observatory, XIS
instrument, and X-ray telescope are found in Mitsuda et al.
(2007), Koyama et al. (2007), and Serlemitsos et al. (2007),
respectively.

We used the latest calibration file as of 2014 February.
For spectra fitting, we used XSPEC and χ2 statistics imple-
mented in this package.

We compare our Suzaku XIS observations with the
XMM-Newton EPIC ones used in B14 (table 4). Because
of the longer XIS exposures, the entire Suzaku observations
should collect at least four times as many photons from the
same solid angle as do the XMM-Newton observations.
Even taking into account that the XMM-Newton has twice
as large a field of view, and assuming uniform photon dis-
tribution over the field of view, the XIS collects a larger
number of photons than the EPIC.

3.2 Spectral extraction and responses

We extracted spectra from three annular regions with
boundary radii of 0 .′5, 2′, 4′, and 10′ and one circle with
radius of 10′, all centered on the X-ray maximum. We call
these C05-2, C2-4, C4-10, and C10, respectively. Similar
regions are used in Tamura et al. (2009). Note that C10
overlaps with other regions.

Spectra from all observations are combined for each FI
(XIS 0 and XIS 3) and BI CCD.

The instrumental (non-X-ray) background was esti-
mated using the night earth observation database and the
xisnxbgen software (Tawa et al. 2008). We extracted this
background from the source before spectral fitting. The
cosmic X-ray background was estimated to be well below
1% of the source over almost the entire energy band. We
therefore ignore this cosmic background in the following
analysis. Figure 5 shows extracted source and instrumental
background spectra.

Table 4. Suzaku XIS and XMM-Newton EPIC observations.

Detector Area∗ FOV† exp‡ Area × exp Area× exp × FOV
(cm2) (arcmin2) (ks) (106 cm2 s) (109 cm2 s arcmin2)

XIS/FI 260 320 1040 270 86.5
XIS/BI 260 320 530 138 44.1
Total — — — 408 130.6

MOS 300 710 317 95.1 67.5
pn 700 710 38 26.6 18.9

∗Effective area at energy of 3.5 keV.
†Detector’s field of view.
‡Exposure time. EPIC values are those of Bulbul et al. (2014). The FI and MOS exposures are the sums of those of each sensor (i.e., XIS-0+XIS-3 or
MOS-1+MOS-2).
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X-ray view of Perseus Cluster 
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2156 A. C. Fabian et al.

Figure 2. Final composite image of the 1.4-Ms exposure in the 0.5–7 keV band, adaptively smoothed with a kernel with a fixed number of counts (225 in
each of three energy bands, which have then been summed) and with the average at each radius subtracted. The colour shows fractional variation. The image
is 25.6 arcmin from north to south. The optically second-brightest galaxy in the cluster, NGC 1272, lies along the bright rim 5 arcmin (111 kpc) west of the
nucleus. There is no coverage of a small triangular region to the east of NGC 1275.

We can start to explore a bubble origin by comparing the volume
of the trough with that of one of the observed bubbles near the centre.
A rough estimate of the volume of the trough can be made assuming
that it is an ellipsoid with its major axis, of length 2.5 arcmin, i.e.
55 kpc, in the plane of the sky and radius 0.7 arcmin, i.e. 15.5 kpc.
This provides a 10 per cent dip in surface brightness, as observed,
if the integrated depth along the line of sight is equivalent to the
central value multiplied by the radius from the nucleus. This volume
is about 5.6 × 104 kpc3, or about 21.5 times that of the inner north
bubble, which has a radius of 8.5 kpc.

The external pressure drops by a factor of 3 between the centre
and 10-arcmin radius where the trough resides (Fig. 11), which is a
pressure of about neTe ∼ 7×105 K cm−3 . Adiabatic expansion then
gives a factor of about 2 increase in volume, so we are looking at the
accumulation of about 11 bubbles similar to the present inner ones
(assuming the contents are preserved during the rise). The energy
content of the trough is 4PV = 1.2 × 1060 erg. This is one and two
orders of magnitude smaller than the events that have occurred in
the Hydra A (Nulsen et al. 2005) and MS 0735.6+7421 (McNamara
et al. 2009) clusters, respectively.

The possibility that the trough represents the accumulation of the
last 500 Myr or so of bubbles arises (a similar structure is discussed
for A2204 by Sanders, Fabian & Taylor 2009). Bubbles rise and are
trapped at some radius, in this case at about 220 kpc. Perhaps, they
become neutrally buoyant there due to mixing with surrounding
gas, or the magnetic structure (possibly azimuthal there; Quataert
et al. 2008) traps them. There also seems to be an overall structure
at and just within that radius to the west, possibly due to motion of
the core relative to the outer cluster gas (see e.g. Churazov et al.
2003).

The two X-ray surface brightness dips to the SW of the trough
(Figs 9 and 10), which we identify as rising bubbles, have volumes
of approximately 104 kpc3 each, corresponding to about twice that
of the current inner bubbles.

The bay to the south may result from the accumulation of south-
ward rising bubbles in analogy to the northern trough. It has a sharp,
curved northern edge and the interior is hotter than the outer parts
(Fig. 12). Perhaps, there has been some mixing and heating taking
place between the relativistic and thermal intracluster gases. It lies
much closer to the nucleus of NGC 1275.

C⃝ 2011 The Authors, MNRAS 418, 2154–2164
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS
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2160 A. C. Fabian et al.

Figure 11. Profiles of differential surface brightness, temperature, pseudo-
pressure and metallicity in the sector directly to the north (shown below).

6.1 The substructure profile

In order to assess the energy associated with large-scale structures in
the Perseus cluster, we have characterized the energy/power needed
to produce observed substructure (non-radial part) in the intracluster
medium (ICM) (e.g. Fig. 6).

In order to cover a large radial range, we use XMM–Newton
data. While not providing a high-resolution view on the Perseus
core, they extend to larger radii than the existing Chandra data.2

We first made a deprojection analysis of the data in four wedges

2 Analysis of the Chandra data gives similar results over the 10–300 kpc
range, but is noisier due to real structure at smaller radii and to photon noise
at larger radii.

Figure 12. Top panel: surface brightness and temperature maps to the north.
Lower temperature gas is seen stretching south to the centre of the northern
trough. The two possible old bubbles coincide with higher temperature
regions. The significance of this is not high since the temperatures have
uncertainties of ∼0.5 keV). Lower panel: X-ray surface brightness with
average at that radius subtracted (left) and temperature (right) to the south-
east, showing the ‘bay’ which contains a ‘tongue’ of hotter material. A sharp
cold front occurs around the northern side of the bay, but, being concave, is
not a conventional cold front (Markevitch & Vikhlinin 2007).

(90◦ each), and for each wedge we calculated pressure in several
radial shells spanning the range from few to 700 kpc. The thermal
pressure nkT was evaluated in each radial bin, and rms variation of
pressure between wedges was calculated as δP = ⟨[P − ⟨P(r)⟩]2⟩1/2.
The ratio of this quantity to the mean pressure at the same radius
δP
P

= ⟨[P−⟨P (r)⟩]2⟩1/2

P
can be used as a crude characteristic of the

magnitude of the substructure (non-radial part) in the cluster. We
then calculated the total thermal energy Eth(< r) of the ICM within
a given radius as

Eth(<r) =
∫ r

0

3
2
nkT 4πr2 dr, (1)

where n and T are the gas density and temperature at a given radius,
and estimated the energy associated with the substructure Ed(< r)
as

Ed(<r) =
∫ r

0

3
2
nkT

δP

P
4πr2 dr. (2)

The values of Eth(< r) and Ed(< r) and their ratio are plotted in the
two bottom panels in Fig. 15. In the top panel the energy associated
with substructure Ed(< r) is divided by the sound crossing time of

the region ts = r/cs, where cs =
√

γ
kT

µmp
. The quantity

Ld = Ed(<r)
ts

(3)

can be regarded as an estimate of the power needed to maintain the
observed non-radial substructure.

C⃝ 2011 The Authors, MNRAS 418, 2154–2164
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS
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Center of the Perseus cluster is 
very complicated. 
The X-ray emission is very bright 
with many emission lines, and 
the temperature and abundance 
is not uniform. 

Reiprich &Bohringer 2002 

Heavy system has lots 
of DM  and baryons.

726 REIPRICH & BO! HRINGER Vol. 567

masses for Furthermore, for most of the clusters inr [ r500.
HIFLUGCS (86%) up to no extrapolation outside ther500,
signiÐcantly detected cluster emission is necessary, i.e.,

whereas the fraction is lower for (25%) andr500 \ rX, r200(17%). In summary, the most accurate results arerAexpected for but for a comparison toMtot(\r500) 4 M500,
predicted mass functions, is the more appropriateM200value (° 5.3.2). Results for all determined masses and their
corresponding radii are given in Table 4. Masses for the
cluster gas will be given in a subsequent paper.

A major source of uncertainty comes from the tem-
perature measurements. However, this (statistical) error is
less than 5% for one-third of the clusters ; therefore, also
other sources of error have to be taken into account. In
particular, one cannot neglect the uncertainties of the Ðt
parameter values when assessing the statistical errors of the
mass measurements. Therefore, mass errors have been cal-
culated by varying the Ðt parameter values, b and alongr

c
,

their 68% conÐdence level error ellipse and using the upper
and lower bound of the quoted temperature ranges. The
statistical mass error range has then been deÐned between
the maximum and minimum mass. Note that a simple error
propagation applied to equation (3) would underestimate
the uncertainty of and since and alsoM200 M500, r200 r500depend on b, and (weakly) The individual massTgas, r

c
.

errors have been used in subsequent calculations, unless
noted otherwise.8 A mean statistical error of 23% for clus-
ters included in HIFLUGCS and a mean error of 27% for
the extended sample have been found.

4. RESULTS

In this section it is shown that a tight correlation exists
between the gravitational cluster mass and the X-ray lumi-
nosity. This ensures that HIFLUGCS is essentially selected
by cluster mass. In the second part of this section the cluster
mass function is presented, including the proper treatment
of the scatter in the relation.L X-Mtot

4.1. Mass-L uminosity Relation
Since the aim is the construction of a mass function from

a Ñux-limited sample, it is now important to test for a corre-
lation between X-ray luminosity and gravitational mass. In
Figure 6 given in the ROSAT energy band, is plotted asL X,
a function of showing clearly the existence of a tightM200,
(linear Pearson correlation coefficient \ 0.92) correlation,
as expected.

To quantify the mass-luminosity relation, a linear regres-
sion Ðt in log-log space has been performed. The method
used allows for intrinsic scatter and errors in both variables
(Akritas & Bershady 1996).9 Tables 7È11 in the Appendix
give the results for di†erent Ðt methods, where minimization
has been performed in vertical, horizontal, and orthogonal
direction, and the bisector result is given, which bisects the
best-Ðt results of vertical and horizontal minimization. The
Ðts have been performed using the form

log
C L X(0.1È2.4 keV)
h50~2 1040 ergs s~1

D\ A ] a log
A M200
h50~1 M

_

B
. (4)

8 In log space errors are transformed as * log x \ log (e) (x` [ x~)/
(2x), where x` and x~ denote the upper and lower boundary of the quan-
tityÏs error range, respectively.

9 See http ://www.astro.wisc.edu/Dmab/archive/stats/stats.html.

FIG. 6.ÈGravitational massÈX-ray luminosity relation (solid line) for
the extended sample of 106 galaxy clusters. The dashed line gives the
best-Ðt relation for the 63 clusters included in HIFLUGCS ( Ðlled circles
only). The bisector Ðt results are shown. The 1 p statistical error bars are
plotted for both axes ; however, only the mass errors are larger than the
symbol sizes.

We Ðnd, as noted in general by previous authors (e.g., Isobe
et al. 1990), that the chosen Ðtting method has a signiÐcant
inÑuence on the best-Ðt parameter values.10 In this work
the appropriate relation for the application under consider-
ation is always indicated.

The di†erence between the Ðt results for 63 and 106 clus-
ters may indicate a scale dependence of the rela-L X-Mtottion, since the di†erence is slightly larger than the
uncertainty evaluated with the bootstrap method. The
small number of low-luminosity clusters in HIFLUGCS
compared to the extended sample may be responsible for
the less steep relation obtained using the HIFLUGCS clus-
ters only. Note that only two out of the six clusters with

ergs s~1 are included in HIFLUGCS. ToL X \ h50~2 1043
reliably detect any deviations from the power-law shape of
the relation, however, more clusters withL X-Mtot Mtot \1014 (and possibly needh50~1 M

_
Mtot [ 3 ] 1015 h50~1 M

_
)

to be sampled. Such work is in progress. As will be seen
later, in the procedure used here for the comparison of
observed and predicted mass functions the precise shape of
the relation is not important.L X-MtotWhen constructing the mass function, the overall (mea-
surement plus intrinsic) scatter in the relation mayL X-Mtotbecome important (° 4.2). After verifying that the scatter is
approximately Gaussian in log space, the scatter has been
measured as given in Table 12 in the Appendix. The scatter
in keV)], and orthogonal tolog [L X(0.1È2.4 log (M200),the best-Ðt line is given by andplog LX

, plog Mtot
, plog L@M,

respectively.

4.2. Mass Function
The commonly used deÐnition of the galaxy cluster mass

function is analogous to the deÐnition of the luminosity
function (e.g., Schechter 1976) : the mass function, /(M),

10 This also implies that for a proper comparison of relations that have
been quantiÐed by many di†erent authors, e.g., the relation, one andL X-TXthe same Ðtting statistic ought to be used (e.g., Wu, Xue, & Fang 1999).

α~1.6

X-ray temperature 
kT= 4 ~ 7 keV

metal abundances



X-ray emission spectrum from hot plasma
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X-ray spectrum of central 3 acrimony by 
 XMM-Newton (Takahashi + 2004)  
X-ray spectrum is LMXB + 3 hot plasma  
(kT~ 0.1, 0.3, 0.6 keV)

(NASA/ Z Li & Q.D.Wang)

28 arcminutes

model as SEA01, namely, a PL plus an MKL model (PL+
1MKL), the PL photon index (!1.8) and the MKL temperature
(!0.4 keV) become close to their observational results (Fig. 4b,
Table 3), but the excess remains as well. Since this energy band
is dominated by the Fe L line complex, which is rather sensitive
to the temperature, the failure of the LMXB+1MKL (or PL+
1MKL) model suggests, as we expected, that the thin thermal
plasma distributed in the central!1.2 kpc region ofM31 cannot
be described by a single temperature.

To improve the model, we added another MKL component.
This model, LMXB+2MKL, is essentially the same as that
used in Paper I, except for the plasma codes. As presented in
Figure 4c and Table 3, this model has successfully reproduced
the 0.6–7 keV spectra, yielding two temperatures of !0.6 and
!0.3 keV. These results reconfirm the conclusion of Paper I
that two sub-keV temperatures are needed to reproduce the
0.6–10 keV ASCA spectra over a 120 radius region around the
M31 nucleus.

Although the temperature of the hotter plasma (!0.6 keV)
obtained in this way is a little lower than that in Paper I
(0.9 keV), the disagreement can be attributed to the difference
of the plasma models. Actually, it becomes 0.8 keV (Fig. 4d,
Table 3), in good agreement with Paper I, when we restore the
RS models (LMXB+2RS model) instead of using the MKL
(LMXB+2MKL). We tentatively identify the present 0.6 keV
component with the 0.9 keV one found with ASCA. Inciden-
tally, the RS model gives a worse !2, because of a residual
structure around 1 keV that probably arises from an insuffi-
cient modeling of the Fe L complex.

3.3. Modelingg of the 0.4–7 keV Spectra
of the Diffuse X-Ray Emission

When the LMXB+2MKL model determined in the 0.6–
7 keV band is extrapolated toward lower energies, the model
prediction falls significantly short of the actual data (Fig. 4c).
As a result, the LMXB+2MKL fit actually becomes unac-
ceptable when the 0.4–0.6 keV band is included. The fit is
improved by readjusting the model parameters except for NH

and kTBB. Nevertheless, the temperature of the cooler MKL
component becomes lower than that obtained in x 3.2, and the
abundances are too low. Even when the temperature and
abundances are fixed at 0.25 keV and 0.1 Z", respectively, the
fit becomes unacceptable (!2=dof ¼ 819=706). In short, the
LMXB+2MKL modeling does not give a reasonable account
of the 0.4–7 keV spectra. This in turn suggests the presence of
a fourth, and the softest, emission component, which was not
detected with ASCA (Paper I) because of the limited soft X-ray
sensitivity.

The softest component may be contributed by O K lines
appearing in the 0.5–0.6 keV range. We therefore add one more
MKL component to jointly fit the total-band (0.4–7 keV)
MOS/PN spectra. Hereafter we allow the nitrogen abundance
to vary freely, without obeying the solar ratio, because its K
lines appear at the softest end of the spectra, where the in-
strumental uncertainty is rather large (Lumb et al. 2002) and
yet the data statistics are very high. We do not address the
obtained nitrogen abundance, because it does not deviate much
from 1 Z". This model, denoted as LMXB+3MKL, has indeed
a decreased !2, as shown in Figure 5 and Table 3, and has made
the fit acceptable. According to an F-test, the !2 difference is
significant at a more than 99% confidence level. The obtained
parameters are also consistent with those in x 3.2. Thus, the
diffuse X-ray emission from the central region of M31 can be
understood as the sum of three components with temperatures

of !0.6, !0.3, and !0.1 keV. Below, we assess the credibility
of this interpretation from several aspects.
We have so far fixed the absorption column density of the

LMXB model at the Galactic value. However, some point
sources may suffer excess absorption within M31. In order to
examine such a possibility, we analyzed the 0.4–10 keV
spectra of the seven brightest point sources within the 60 radius
regions (Fig. 2a), of which the summed flux accounts for
!50% of that analyzed here. The LMXB model successfully
reproduced their spectra in general, yielding absorption col-
umn densities in the range (1 6) ;1020 cm$2, with a typical
uncertainty of 1 ; 1020 cm$2. As another examination, we
tentatively constrained the LMXB absorption at values 3 times
larger or smaller (20 ; 1020 or 2 ; 1020 cm$2) while retaining
those of the MKL components at the Galactic value. However,
the LMXB+3MKL fits did not change significantly (!2=dof ¼
772=702 and 769/702, respectively), and the overall model
parameters remained unchanged within P10%. This result is
easily understandable, because the observed diffuse signal
below !1 keV is comparable to that from the summed point
sources (x 3.1) and hence is !4 times higher than that esti-
mated from the spillover of the excluded point sources. In
short, we are thus justified in fixing the absorption of the
LMXB component at the Galactic value.
The derived MKL abundances are rather low at their face

values. However, fixing them at 0.3 Z" worsens the fit only
slightly, to !2=dof ¼ 792=703, without significant changes in
the other parameters. Considering the complexity of our final
spectral model, we hence put reservations on the metallicity of
our thermal components.
At !1A5 southeast of the nucleus (Fig. 2a), a supersoft

source (SSS) has been detected (Kong et al. 2002). In our data,
it is luminous (absorbed luminosity !2 ; 1037 ergs s$1 in 0.3–
2 keV), and its spectrum can be reproduced by the same
modeling as that used by Di Stefano et al. (2004), namely, the
sum of a BB (temperature !53 eV) and a PL (photon in-
dex fixed at 2.0) with an absorption column density !4:3 ;
1021 cm$2. Although we excluded this SSS, the!15% spillover
of its counts may have contributed to the softest component,
because the spectral shape of the SSS is totally different from
that of the bright LMXBs, and its contribution cannot be
accounted for by the LMXB model. Accordingly, we repeated
the LMXB+3MKL fit but further added an absorbed (NH ¼
4:3 ; 1021 cm$2) BB for which the temperature is fixed at

Fig. 5.—Same as Fig. 4 but with the fit performed over the full 0.4–7 keV
energy range using the LMXB+3MKL model. [See the electronic edition of
the Journal for a color version of this figure.]

TAKAHASHI ET AL.248 Vol. 615



Galactic Center
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Chandra image of 16 arcmin across 
NASA/CXC/UCLA/MIT/M.Muno et al.
Energy (Red: 0.5-2.0 keV; Green: 2.0-4.0 keV; Blue: 4.0-8.0 keV)

Lots of point sources,  
including central AGN and binaries, which 
are often time-variable. 
diffuse emission of thermal and reflecting 
molecular clouds.(Muno et al. 2008) 

The absorbing material is very thick, to be 1024 cm-2. 
 



My approaches to DM 
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Emission from filaments 
(2011+mitsuishi)

Gas	
  distribu+on	
   OVII	
  and	
  OVIII	
  

Future mission DIOS to observe 
the cosmic web  (WHIM)

(Yoshikawa+2003,Yoshikawa+2004,Kawahara+2006)

Understanding of “background” emission is essential

WHIM  
Soft X-ray BG



Strategy of our study



Strategy to search DM clues

Selection of targets, detectors, and dataset to maximize “n” 

1.Target: DM IS vs “background” IB1 emission in fov 

2.Detector: Line sensitivity limited by energy resolution 
ΔE and non-Xray background IB2 

3.Dataset: available fov AΩ and exposure time T

15

If a line can be detected with “n” σ, it can be written as 

Energy Resolution ΔE

Background



Column density of DM 
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DM locates in large “gravitational” objects. Such system contains baryons.

Typical mass
Column density 

of DM

Rich cluster 
(Perseus) 

1014-15M⦿ 100-1000 M⦿/pc2

Galaxy 
 (M31/GC) 1011-12M⦿ 200-600 M⦿/pc2

Our Galactic 
halo or “X-
ray Diffuse 
Backgrouund 
(XDB)”

(1011M⦿) 50-100 M⦿/pc2

Dwarf galaxy >109M⦿ 50-100 M⦿/pc2

14 3 Dark matter detection strategy
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Figure 3.4 Comparison of two column density distributions as functions of φ: from the

rotation curve and the NFW profile.

The plasma emission from galaxies, groups and clusters of galaxies and the XDB have been

well investigated and modeled with X-ray satellites by previous works as shown in Figure

3.1. Because the Galactic center has much brighter background plasma emission including

multiple atomic line emission than the typical XDB in the Galactic anti-center, we considered

the two directions as different targets for the dark matter search.

Then, we compared the various targets and selected the best suited target for the dark

matter search. Figure 3.5 shows the 3σ line detection limits for the various targets (the XDB,

the M31 and the Perseus) with Eq.3.9. Hereafter in this thesis, the unit of all line intensities

are defined as “LU”, which is equal to photons cm−2 s−1 sr−1. Since the background plasma

emission of the M31 and the Perseus are ∼ 102 and ∼ 104 times higher than that of the

XDB, their line detection limits are ∼ 10 and ∼ 102 times higher. On the other hand, the

expected dark matter line intensities (column densities) of the M31 and the Perseus are ∼ 12

and ∼ 16 times higher than that of the XDB. In order to take account of both advantages of

the background plasma emission and the dark matter line intensities, the 3σ line detection

limits normalized with dark matter column densities of the XDB, the M31 and the Perseus

were compared in Figure 3.6. We found that the XDB was the best target for the dark

matter line search in the keV range under the same conditions of the observation (effective

area, FoV, energy resolution and exposure time).

DM column density of Milky way 
estimated by rotation curve and NFW 
profile parameters (Sofue+2012)

Angle from GC
see ex.Boyarsky + 2010,2014 



X-ray background
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Rosat 1/4 keV band image Rosat 3/4 keV band image 

90 R. Gilli et al.: The synthesis of the cosmic X-ray background

Fig. 15. a): The cosmic XRB spectrum and predicted contribution from the population of Compton-thin AGN. The different XRB measurements
are explained on the top left: different instruments on board HEAO-1 (Gruber 1992; Gruber et al. 1999); ASCA GIS (Kushino et al. 2002); ROSAT
PSPC (Georgantopoulos et al. 1996); two different measurements by XMM (Lumb et al. 2002; De Luca & Molendi 2003); ASCA SIS (Gendreau
et al. 1995); BeppoSAX (Vecchi et al. 1999); RXTE (Revnivtsev et al. 2003). At E > 100 keV the plotted datapoints are from HEAO-1 A4 MED
(red triangles: Gruber 1992; Gruber et al. 1999; shaded area: Kinzer et al. 1997); balloon experiments (blue triangles, Fukada et al. 1975); SMM
(green circles, Watanabe et al. 1997). The blue errorbar at 0.25 keV is from shadowing experiments by Warwick & Roberts (1998). Also shown are
the XRB fractions resolved by Worsley et al. (2005) in the Lockman Hole (red diamonds), CDFS (cyan crosses) and CDFN (black crosses). The
resolved fraction in the CDFS as measured by Tozzi et al. (2001a) is also shown (gold datapoints). Solid lines refer to the contribution of different
AGN classes according to model m2. Unobscured AGN, obscured Compton-thin AGN, total AGN plus galaxy cluster are shown with a red, blue
and magenta curve, respectively. b): Same as the previous panel but including also the contribution of Compton-thick AGN (black line).

and Chandra. We will address the issue of the XRB spectral in-
tensity in the Discussion.

Having constrained the space density of Compton-thick
AGN with the fit to the XRB, the source counts in the 0.5–2 keV,
2–10 keV and 5–10 keV can be computed for the entire
AGN population. Although Compton-thick AGN provide a mea-
surable contribution only at very faint fluxes (see Figs. 9–11), it
is interesting to look at the behaviour of their log N − log S in
more detail. In the soft band (see Fig. 9) the curves for mildly and
heavily Compton-thick AGN coincide since i) their space den-
sity is the same and ii) they have the same K-correction. Indeed,
since the spectrum of mildly and heavily Compton-thick AGN
is the same (reflection dominated) up to ∼10 keV (see Fig. 1),
the 0.5–2 keV band is sampling an identical continuum even
for sources at high redshift (up to z ∼ 4). In the 2–10 keV
and 5–10 keV band instead the curves for mildly Compton-
thick and heavily Compton-thick sources show significant differ-
ences: at very bright fluxes, above ∼10−12 cgs, where only local
sources are visible, the log N− log S curves of the two Compton-
thick classes coincide because in the 2–10 keV rest frame band
their spectrum is dominated by the same reflection continuum
(Fig. 1). On the contrary, at fainter fluxes, ∼10−14−10−15 cgs,
where more distant sources can be detected, the surface density
of mildly Compton-thick AGN appears about twice that of heav-
ily Compton-thick AGN because of the stronger K-correction
produced by the transmitted continuum (Fig. 1).

8. Additional constraints

8.1. The observed fractions of obscured
and Compton-thick AGN

There is strong evidence, obtained combining deep and shal-
low surveys over a broad range of fluxes, of an increasing frac-
tion of obscured AGN towards faint fluxes (see e.g. Piconcelli
et al. 2003). This general trend was expected and predicted by

AGN synthesis models. However, the very steep increase in
the observed ratio from bright to faint fluxes is poorly repro-
duced by models where the obscured to unobscured AGN ratio
does not depend on X-ray luminosity (see Comastri 2004, for
a review), while it is best fitted by assuming that the obscured
AGN fraction increases towards low luminosity and/or high red-
shifts (La Franca et al. 2005).

We compare the observed fraction of AGN with log NH > 22
with the model predictions in Fig. 16. The choice of an absorp-
tion threshold at log NH > 22 rather than at log NH > 21 provides
a more solid observational constraint, given the uncertainties in
revealing mild absorption in sources at moderate to high redshift
and/or with low photon statistics (Tozzi et al. 2006; Dwelly et al.
2005). The model curve is able to reproduce the steep increase
of the absorbed AGN fraction from about 20–30% at<∼10−13 cgs,
i.e. at the flux level of ASCA and BeppoSAX medium sensitiv-
ity surveys, to 70–80% as observed at 5 × 10−15 cgs in the deep
Chandra fields. Recently, Tozzi et al. (2006) performed a de-
tailed X-ray spectral analysis of the CDFS sources, identifying
14 objects, i.e. about 5% of the sample, as likely Compton-thick
candidates. As shown in Fig. 16, this measurement is found to be
in excellent agreement with the fraction of Compton-thick AGN
predicted by our model at that limiting flux. These results con-
firm that below 10 keV the large population of Compton-thick
sources is poorly sampled even by the deepest surveys.

Very recently the first statistically well defined samples of
AGN selected at energies above 10 keV have become avail-
able. The first release of AGN catalogs detected by the IBIS
(20–100 keV band) and ISGRI (20–40 keV band) instruments
on board INTEGRAL (Bird et al. 2006; Beckmann et al. 2006)
includes about 40–60 objects. At the bright fluxes sampled by
INTEGRAL (a few times 10−11 cgs in the 20–40 keV band),
about two thirds of the identified AGN are absorbed by a col-
umn density in excess of log NH > 22 and about 10–15%
have been found to be Compton-thick (Beckmann et al. 2006;

X-ray background spectrum 
Sum of AGN (extragalactic) + 
Galactic hot  halo + 
Local (~ neighborhood of the Solar system) 



X-ray spectrum of the Galactic halo
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30
’

Yoshino+2009, Hagihara+ 2010 

The Galactic halo spectra is well 
represented by Suzaku.



Line Sensitivity by X-ray CCD
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3.4 Target selection 11

Moreover, many of atomic lines from this plasma interrupt the line search (Figure 3.2),

especially in the low or moderate instrumental energy resolution case (> 100 eV). On the

other hand, a relatively X-ray-faint target such as dwarf and spiral galaxies has an advantage

in background plasma emission although its possible dark matter emission is expected to be

lower than that of the X-ray-bright target. The lowest plasma emission is the “X-ray Diffuse

Background” (XDB) which consists of the Milky Way and unresolved extragalactic plasma

emission distributed over the whole sky (shown as the black line in Figure 3.1). In the

‘blank sky” regions which are dominated by the XDB, we are also possible to find dark

matter associated with the Milky Way.
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Figure 3.1 Specific intensities of the typical XDB (Yoshino et al., 2009), the center

of the M31 and the Perseus cluster (Tamura et al., 2009) in the 0.5 – 12.0 keV range.

Note that detector responses are not convolved.
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Figure 3.5 3σ line detection limits for various targets (the XDB, the M31 and the

Perseus) with Suzaku/XIS, 3′ × 3′ of FoV and 100 ksec of exposure time. LU (Line

Unit) is equal to photons cm−2 s−1 sr−1.
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Figure 3.6 Same as Figure 3.5 but for 3σ line detection limits normalized by their

column densities.

3.5 X-ray Diffuse Background

Since we are in the dark matter distribution of the Milky Way, we have potential to detect

its signal over the whole sky. In searching for dark matter associating with the Milky Way,

the XDB lies in this way as the background plasma emission. Fortunately, the XDB intensity

is lower than that of any other background plasma emission from possible targets for the

dark matter search. Furthermore, little atomic lines as obstacles for this search appear above

Line sensitivity with ΔE~ 100eV, T=100 ksec, Ω=3x3 arcmin2
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3.5 X-ray Diffuse Background

Since we are in the dark matter distribution of the Milky Way, we have potential to detect

its signal over the whole sky. In searching for dark matter associating with the Milky Way,

the XDB lies in this way as the background plasma emission. Fortunately, the XDB intensity

is lower than that of any other background plasma emission from possible targets for the

dark matter search. Furthermore, little atomic lines as obstacles for this search appear above

M31 and Galactic halo can give better sensitivity. 
(Cluster is too bright in X-ray, even though it 
contains more DM.)

Exposure for the Galactic halo can be larger than 
that for M31.

Perseus 

M31 

Galactic Halo 

Emission model

Line sensitivity/DM column density
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Chandra/ACIS XMM-Newton/PN, 
MOS Suzaku/XIS 

fov (arcmin2) 8.3x8.3x(4FI+6BI) 700 (2MOS+PIN) 17.8x17.8(3FI+1BI)

Energy band (keV) 0.3-12 0.15-15 0.2-12

Energy resolution (eV) 50-200 50-200 50-200

Effective area (cm2) 200 (4FI), 400 (6BI) 800 (2MOS), 1200 (PN) 660 (3FI), 320 (BI)

NXB (cm-2s-1sr-1 keV-1) 10-1000 (unstable) 5-100 (unstable) 1-10 (stable)

Orbit 133000 km x 16000 km 114000 km x 7000 km Low Earth (550 km)

Chandra/ACIS XMM-Newton/MOS+PN Suzaku/XIS

視野 [amin2] 8.3 × 8.3 × (4FI + 6BI) ~700 × (2MOS + 1PN) 17.8 × 17.8 × (3FI + 1BI)

エネルギーバンド [keV] 0.3 − 12 0.15 − 15 0.2 − 12

エネルギー分解能 [eV] 50 − 200 50 − 200 50 − 200

有効面積 @ 1 keV [cm2] 200 (4FI), 400 (6BI) 800 (2MOS), 1200 (PN) 660 (3FI), 320 (BI)

NXB 輝度 [cm-2 s−1 sr−2 keV−1] 10 − 1000 (不安定) 5 − 100 (不安定) 1 − 10 (安定)

       Suzaku (ISAS)           Chandra (CXC)         XMM-Newton (ESA)            !       Suzaku (ISAS)           Chandra (CXC)         XMM-Newton (ESA)            !       Suzaku (ISAS)           Chandra (CXC)         XMM-Newton (ESA)            !

「Chandra/ACIS」「XMM-Newton/PN, MOS」「すざく/XIS」の性能比較

輝線放射の計数を稼ぐために重要な性能である有効面積 × 視野の面で
は XMM-Newton/PN が最も有利
X 線背景放射の観測の障害となる非 X 線バックグラウンド (NXB) の低
さと安定性の面ではすざく/XIS が最も有利

暗黒物質輝線探索に用いる X 線天文衛星 / 検出器の検討P13-1
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Table 3.1 Characters of the five X-ray CCD instruments of the three satellites.

Satellite Chandra XMM-Newton Suzaku

CCD instrument ACIS MOS+PN XIS

Field of view∗ 8.3×8.3×(4FI+6BI) ∼700×(2MOS+1PN) 17.8×17.8×(3FI+1BI)

Angular resolution† 0.5 5(MOS), 6(PN) 110(FI), 140(BI)

Energy range‡ 0.3 – 12 0.15 – 15 0.2 － 12

Energy resolution§ 50 – 200 50 – 200 50 – 200

Effective area∥ 200(4FI), 400(6BI) 800(2MOS), 1200(PN) 660(3FI), 320(BI)

NXB rate♯ 10 – 1000(unstable) 5 – 100(unstable) 1 – 10(stable)

Notes.

∗ In unit of arcmin2.

† Half power diameter in unit of arcmin.

‡ In unit of keV.

§ FWHM in unit of eV.

∥ At 1 keV in unit of cm2.

♯ In unit of cm−2 s−1 sr−2 keV−1.
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Figure 3.8 Grasp of the five CCD instruments.
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NXB of Suzaku is comparable to XDB, 
but others are above XDB and variable. 
i.e. XDB observation is not photon 
limited. Reproducibility of NXB is 
important.

AΩ(area x fov) Typical non X-ray background



Analysis details



Suzaku analysis of the Galactic halo

1.Data selection from the archive 

i) Data screening to obtain stable background 

a. Solar wind charge exchange emission 

b. Fluorescent lines from the Earth atmosphere 

c. Low Non-X-ray background 

ii) Remove point sources 

2.Reproduction modeling of the “Soft X-ray Background” 

3.Systematic errors and its origins 

4.Obtained upper limits for unknown emission lines 

5.LEE correction 

6.Constraints on sterile neutrino
23

Sekiya et al. PASJ, accepted (2015) 
(arXiv:1504.02826)



Data selection from Suzaku archive
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Galactic coordinate centered on the “Anti-Center”

187 dataset with total from Suzaku archive 
• XIS (CCD) nominal clocking mode 
• No bright sources or diffuse emission structure 

• |b|>20°  to avoid Galactic plane emission 
• Separate from North Polar Spur

32 5 Spectral analysis of the XDB

5.1 Data selection (Step 1 in Figure 5.1)

In order to search for X-ray line emission from dark matter associated with the Milky Way,

we selected multiple Suzaku/XIS observational data of the XDB and analyzed them. In this

analysis, Ftools in HEAsoft version 6.15 and XSPEC version 12.8.1 were utilized∗5.1 .

Since the XDB is distributed over the whole sky, all X-ray observational data include the

XDB emission. In this thesis, we required to collect approximately-pure XDB data. We

decided to use Suzaku/XIS archival data from 2005 to 2013 satisfied the requirements as

shown below:

1. Observational aims are blank sky fields or (maskable) faint compact sources.

2. Galactic latitudes |b| > 20◦ to avoid the X-ray emission peculiar to the Galactic disk

(Masui et al., 2009).

3. Separate from the Galactic central region occupied by the North Polar Spur.

Eventually, the 187 Suzaku/XIS observational data sets were selected as shown in Figure

5.2. Their observational logs (e.g. observational date, exposure time) and their aim points

were summarized in Appendix A.

180.000225.000270.000315.0000.000 45.00090.000135.000

-90.000

-60.000

-30.000

30.000

60.000

90.000

0 100 199 300 400 500 600 700 800 900 1000

Figure 5.2 187 regions for a keV signature search of dark matter. These are superim-

posed on the all sky survey map of the ROSAT R45 band (the 0.4 – 1.2 keV energy

range) with the Galactic coordinate system centered at the Galactic anti-center. The

grey shaded regions were not used for this dark matter line search. The color scale

indicates photon count rates in unit of 10−6 counts s−1 deg−2.

∗5.1 http://heasarc.gsfc.nasa.gov/lheasoft/
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Figure A.6 Same as Figure A.1 but for ID 91 – 108.Magenda regions are excluded to remove source confusion.
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34 5 Spectral analysis of the XDB

Figure 5.3 shows a good-time interval selection by the proton flux in the Solar wind in the

case of “HIGH LAT. DIFFUSE B” (Obs. ID: 500027020) data. Since ACE and WIND are

in the Lagrange point (L1) of the Solar-Earth system (1.5× 106 km away from the Earth),

we have to consider and correct the arrival time (typically 3 – 5 ksec) of the Solar wind from

L1 to the Earth. The same data reduction was conducted in Sekiya et al. (2014b) which

revealed the increasing tendency of O I fluorescent line contamination in the Suzaku/XIS

observations especially after 2011; it was caused by the Solar activity.
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Figure 5.3 Good-time interval selection by the proton flux in the Solar wind in the

case of “HIGH LAT. DIFFUSE B” (Obs. ID: 500027020) data. The red shaded time

regions with proton flux in the Solar wind > 4.0 × 108 cm−2 s−1 were removed. We

considered and corrected the arrival time (∼ 4 ksec) of the Solar wind from L1 to the

Earth.

After data screening, the total exposure time is 31.5 Msec ∼ 1 year. In total, we obtained

∼ 2 × 106 counts of photons in the 0.5 – 7.0 keV range. Its spectral breakdown (Figure

5.4) obviously shows continuum structure of the XDB affected by response of the XRT-XIS

modules and strong instrumental line emission. The exposure-time-weighted average energy

resolution and the product of grasp × exposure time are shown in Figures 5.5 and 5.6.

A sample of GTI (Good Time Interval) to cut Solar wind charge exchange

Avoid South Atlantic Anomaly and COR < 8 GV/c⇒Low CR background 

Remove low elevation data from the Earth limb ⇒Fluorescence (See Sekiya+2015)

S138 R. Fujimoto et al. [Vol. 59,

Fig. 5. Comparison of the “flare” spectrum with the best-fit model
for the “stable” spectrum plus additional power-law component during
the “flare” in the 0.2–2 keV energy range. The vertical arrows indicate
line-like structures in the residuals.

Fig. 6. “Flare” spectrum and best-fit model spectrum. The model
spectrum is the sum of the best-fit model for the “stable” spectrum plus
an additional power-law component during the “flare”, shown with a
thin solid curve (same as that shown in figure 5), and nine emission
lines, shown with dotted curves. The best-fit parameters of the nine
emission lines are summarized in table 3.

In the fourth column of table 3, we show probable identi-
fications of lines. The lowest energy line below the carbon
edge at 269 ± 4 eV is considered to be a sum of multiple L
emission lines. The line at 455 + 5

−13 eV is most likely the n = 4
to 1 transition (Lyγ ) of C VI at 459 eV, since the line energy
is consistent within the statistical error and there are no other
likely emission lines at this energy. If we introduced two lines
at 436 eV (C VI Lyβ; n = 3 to 1) and 459 eV (C VI Lyγ ) instead
of one line of variable energy, the normalizations of these lines
became 1.93 + 0.75

−0.99 and 1.68 + 0.76
−0.71 photonscm−2 s−1 sr−1, respec-

tively. Therefore, C VI Lyβ could have a comparable contri-
bution. In either case, we definitely need the C VI Lyγ line.
Dennerl et al. (2003) attributed a weak-peak structure found in
the XMM-Newton spectrum of comet C/2000 to a sum of C VI
Lyβ and Lyγ , and C VI Lyγ due to charge-exchange emission

between the highly ionized solar wind and exospheric or inter-
planetary neutrals during an XMM-Newton observation of the
Hubble deep field north, which was reported by Snowden,
Collier, and Kuntz (2004). This NEP observation, however,
seems to be the clearest detection so far. We have also detected
O VII to Mg XI lines. The lines at 796 and 882 eV are likely to
represent complex structures due to the Fe L and other lines.

3. Discussion

The short (∼ 10 minutes) time-scale variations observed
during the enhancement of the X-ray intensity imply that the
size of the emission region is no larger than 10 light minutes.
On the other hand, the apparent size of the emission region
must be equal to, or larger than, the XIS field of view (18′).
These factors require the emitter of the X-ray enhancement to
be within a distance of 10 light minutes/18′, or ∼ 10−3 pc.
Because the enhanced X-ray emission consists of emission
lines from C VI to Mg XI, this requires an ion source within
10−3 pc. There is only one ion source in this distance range.
That is the Sun.

The Sun may produce X-ray emission lines in our obser-
vations in two possible ways: scattering of solar X-rays by
the Earth’s atmosphere, and solar-wind charge exchange. In
the former case, the X-ray intensity is proportional to the
solar X-ray intensity multiplied by the sunlit atmospheric
column density. The solar X-ray intensity is continu-
ously monitored by the GOES (Geostationary Operational
Environmental Satellites),5 but the data show no correlation
with the enhancement. Moreover, using the MSIS atmosphere
model (Hedin 1991), we found that the column density of the
sunlit atmosphere varied by many orders of magnitude (109)
during the observations, but no correlation was found with the
observed X-ray intensity. Thus, scattering of solar X-rays can
be excluded.

In figure 1, we show the proton flux observed by the ACE
(Advanced Composition Explorer)6 together with the Suzaku
X-ray counting rate. The ACE data were shifted in time
to account for the propagation time from ACE to the Earth.
Clearly the proton flux was enhanced during the X-ray “flare”.
This is consistent with solar-wind charge-exchange model.

Charge-exchange X-ray emission is also strongly supported
by detection of the C VI n = 4 to 1 transition line (Lyγ ). In
CIE (collisional ionization equilibrium) thermal emission, the
Lyβ and Lyγ lines of C VI are suppressed relative to Lyα by
the Boltzmann factor in the distribution of exciting electrons.
In charge exchange between C VII and H I, the electron is
deposited primarily in the n = 4 level (Krasnopolsky et al. 2004
and references therein), and the X-ray lines are produced when
it cascades to the n = 1 level, guided only by branching ratios.
In high-energy collisions, angular momentum states tend to
be populated statistically by the weight of the state’s degen-
eracy, and electrons are primarily captured into maximal l,
where n can change only by 1 unit at a time during the
cascade (Beiersdorfer et al. 2001), again resulting in relatively
weak Lyβ and Lyγ . Behind the Earth’s bow shock, however,
5 The data available at ⟨http://www.ngdc.noaa.gov/stp/GOES/goes.html⟩.
6 The data available at ⟨http://www.srl.caltech.edu/ACE/ASC/⟩.

Line emission during Solar flare 
From Fujimoto et al. 2006

⇒Total 31.5 Msec data , 2x106 photons
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(1) Heliospheric charge exchange (OVII Ly γ) 
(2) Local hot bubble (kT ~ 0.1 keV plasma) 
 +[(3) Galactic Halo Emission (kT ~ 0.2 keV + >0.4 keV plasma) 
 +(4) Cosmic X-ray Background (photon index ~1.4)]*ISM absorption 
(see Yoshino et al. 2008)

1 100.5 2 5
10ï5

10ï4

10ï3

0.01

0.1

C
ou

nt
s c

m
ï2

 sï
1  k

eV
ï1

Energy (keV)

XDB model

合計
(1)+(2)
(3)
(4)

(1) 太陽風と太陽圏中性物質との電荷交換反応による X 線放射
(2) 太陽系を取り巻く局所的な高温プラズマバブル (kT = 0.1 keV) からのX 線放射
(3) 銀河系を取り巻く高温プラズマハロー (kT = 0.2 keV) からの X 線放射
(4) 系外活動銀河核からの X 線放射

X 線背景放射の正確なモデル化

輝
度

 [C
ou

nt
s c

m
−2

 s−
1  k

eV
−1

]

光子エネルギー [keV]

10−1

10−3

10−5

1 2 5 100.5

Sum

S.
B.

Energy (keV)

X 線背景放射のスペクトルフィッティング
X 線背景放射エネルギースペクトルに対してレスポンスを加味したモデ
ルを用いてフィッティングを行う

輝
度

 [C
ou

nt
s c

m
−2

 s−
1  k

eV
−1

]

1 50.5 2

10−4

10−3

10−2

10−1

C
ou

nt
s s
−1

 k
eV

−1

光子エネルギー [keV]
1 50.5 2

10−3

10−2

C
ou

nt
s s
−1

 k
eV

−1

光子エネルギー [keV]
1 50.5 2

0

10−3

10−2

10−1

C
ou

nt
s s
−1

 k
eV

−1
1 50.5 2

10−3

10−2

10−1X 線背景放射モデル X 線背景放射モデル × レスポンス

10

−10残
差

 [σ
]

× レスポンス [cm−2]

観測データ − (NXB + 検出器起源輝線)

 = X 線背景放射データ
データとモデル × レスポンス

のフィッティング

各成分のパラメータ可変

Energy (keV)

Detector  
effective  
area



Correction of responses

28

60 6 Search for a keV signature of dark matter
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Figure 6.14 Left panel: all-8-year stacked Crab energy spectrum from 2005 to 2013

and its best-fit model (synchrotron emission absorbed by the interstellar medium of the

Milky Way galaxy). Right panel: data-to-model ratio of the all-8-year stacked Crab

energy spectrum as the response correction factors in the 1.5 – 3.5 keV range.
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Figure 6.15 Line search result with the stacked XDB spectra and the corrected re-

sponses by using the all-8-year stacked Crab spectrum. The expected dark matter line

intensities and their 1σ statistical error ranges are indicated by the blue crosses. The 3σ

upper limit on dark matter line intensities with the corrected responses is represented

by the red lines.

Crab Nebula (Brightest SNe in X-ray sky, and featureless synchrotron 
emission ) calibration in every year ⇒Residuals < 8%

すざく/XIS の X 線信号に対するレスポンスの再現性
すざくでは年に数回観測系の較正が行われ、観測系の性能の経年変化
やオペレーションモードの切り替えや突発的な事象による性能変化が
レスポンスに反映されるようになっている
本研究ではレスポンスの数 % の誤再現によって輝線を誤検出する可能
性がある

1.5 − 3.5 keV の有効面積のエネルギー依存性は検出器構成物質の吸
収端によって複雑になり、実際にずれがあることが報告されている

→ 本研究ではこれを「かに星雲」の較正用観測データ(約 10 年分) を集
積して精密に評価し、補正する

較正項目 較正精度
有効面積 ~ 2 %

エネルギーゲイン 5 − 15 eV
エネルギー分解能 ~ 5 %

すざく/XIS の較正項目(一例)とその精度
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It might come from complex structure 
due to Au-M edge structure  on mirror 
reflectivity and quantum efficiency of  
CCD. ⇒The effective area were tuned by 

these residuals.
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Suzaku NXB is very low and stable.  
Usually, it is estimated by “night Earth” database within 
a few % (Tawa et al. 2008). 

30 4 Suzaku/XIS for dark matter search

4.5 Non-X-ray Background and instrumental line

emission

Non-X-ray Background (NXB) consists of signals by charged particles, electrical noises,

scattered and fluorescent X-ray emission from instrumental elements. It contaminates ob-

servational spectra; especially weak emission such as the XDB. It includes instrumental line

emission shown in Table 4.4. Fortunately, owing to a combination of the low-Earth orbit

and the instrumental design, the XISs have lower and more stable NXB than those of CCDs

onboard XMM-Newton or Chandra which are on the extended elliptical orbits. In this thesis,

we maximally used this advantage.

The NXB contributions in given spectra are able to be estimated and subtracted with

night-Earth observational data. In order to obtain the NXB data with high reproducibility,

it is recommended to stack the night-Earth observational data over long term (typically a

few hundred days), and sort it by the geomagnetic cut off rigidity (COR) which is correlated

with the momentum of charged particles. In this method, the typical reproducibility of NXB

data was reported to a few % for data with the 50 ksec of exposure time in the 1 – 7 keV

range (Tawa et al., 2008). However, we must evaluate the effect by a few % uncertainty of

the NXB contributions on our analysis.

Table 4.4 Instrumental line emission below 7.0 keV (Tawa et al., 2008).

Line Energy [keV] Origin

Al-Kα 1.486 OBF, housing, alumina substrate of XIS

Si-Kα 1.740 XIS

Au-Mα 2.123 Housing, XIS substrate, heat-sink

Mn-Kα 5.895 Calibration source

Mn-Kβ 6.490 Calibration source
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Figure 6.19 Annual change of the stacked NXB data for XIS0 (left top), XIS1 (left

bottom) and XIS3 (right top).

Improved the reproducibility by direct fitting of background lines 
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The data are well represented by 
AGN + Galactic halo + NXB 
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Add a line at every 25 eV with σ=0 eV between 0.5 and 7 keV,  
and obtain allowed intensity or upper limits.
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Systematic errors

• Reproductivity of the background emission  

• Check fitting errors and model uncertainty (mainly the 
metal abundance of the hot plasma)  
⇒small effect 

• Response uncertainty  

• Check Crab nebula fit error, and try different correction 
factor within errors 
⇒2~6x10-3 LU between  1.5-3.5 keV 
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Figure 6.30 Averaged response correction factors of XIS-FI (XIS0+2+3; red crosses)

and XIS-BI (XIS1; black crosses). The vertical error bars indicate their uncertainties

(standard deviations).
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Figure 6.31 Influence of the response correction uncertainties on the dark matter line

search as increase in line intensities.
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search as increase in line intensities.



Systematic errors (cont.)
• NXB uncertainty  

• Put maximum/minimum allowable NXB 

• Fit NXB lines in 187 (unstacked) dataset,  
and check the deviation 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Figure 6.32 Distributions of instrumental line intensities from 187 night-Earth obser-

vations (Al-Kα lines with XIS0 for example; black crosses). The average intensity and

average ± its uncertainty (standard deviation) are indicated by the black, magenta

and cyan dashed lines, respectively. The instrumental line intensities from the 8-period

stacked XDB + NXB data and their uncertainties derived from the night-Earth obser-

vations are plotted by the red crosses.
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Figure 6.33 Same as Figure 6.32 but for Mn-Kα lines with XIS0. The fitted function:

exponential attenuation with the half-value period ∼ 1000 days was indicated by the

black dashed line. The instrumental line intensities from the 8-period stacked XDB +

NXB data and their uncertainties derived from the square root of their photon count

are plotted by the red crosses.
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Figure 6.34 Influence of the instrumental line removal uncertainties on the dark matter

line search as increase in line intensities.

6.8 Summary of this dark matter search

By analyzing the XDB with the best statistics and searching for a keV signature of dark

matter with the careful corrections of systematic deviations (as summarized in Figure 6.35),

we found five possible signatures in the 2.2 – 2.8σ confidence levels (< 1σ after the LEE

correction) as shown in Figure 6.36 and Table 6.1. Because of low confidence levels (< 1σ),

we do not claim that they originate from dark matter.

We also obtained the upper limit on the dark matter line intensities in the 0.5 – 7.0 keV

range as shown in Figures 6.37 – 6.39. Figure 6.38 (the ratio of the line intensity upper

limit and the XDB specific intensity) shows the upper limit on the equivalent width of dark

matter line emission. Figure 6.39 (the ratio of the equivalent width upper limit and the

energy resolution) indicates that this line search has high sensitivity enough to detect a 1 –

30 % of bump above the weak XDB as line emission. We compared this result to previous

results in next Chapter.

Table 6.1 Top five possible signatures whose LEE uncorrected confidence levels of

detection are more than 2σ found in this line search.

Energy Line intensity Confidence level

[keV] [LU∗] LEE uncorrected Corrected

0.600 1.7× 10−1 2.8σ < 1σ

0.900 2.2× 10−2 2.2σ < 1σ

1.275 9.5× 10−3 2.4σ < 1σ

4.925 8.0× 10−3 2.8σ < 1σ

5.475 8.7× 10−3 2.4σ < 1σ

Notes.

∗ LU (Line Unit) is photons cm−2 s−1 sr−1.



Look-Elsewhere Effect correction

35

2.5 3 3.5 4
-410

-310

-210

-110

LEE-uncorrected Significance [ ]Pr
ob

ab
ilit

y o
f O

cc
ur

ren
ce

 (p
-va

lue
) LEE-corrected Significance [

]
1

2

3

As we do not know the “true” energy of DM,  
we tried (7-0.5 keV)/25 eV = 260 lines. 
a “3σ” line is expected ~  260 * 0.0027 = 0.7 
⇒ Look Elsewhere Effect (LEE) (see ex. Gross & Vitells, 2010)

We simulated 4000 mock spectra with the same response, emission and background 
models, and search “DM” lines to investigate false detection probability.  

4.2 σ line: 5/4000⇒ p-value of 0.135 % or “3 σ” 

3.2  σ line: 640/4000⇒ p-value of 15.9 % or “1 σ”

All lines have confidence 
level of less than 1σ

0.600 keV 2.8σ
0.900 keV 2.2σ
1.275 keV 2.4σ
4.925 keV 2.8σ
5.475 keV 2.4σ
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Constraints on sterile neutrino mass and mixing angle 
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Figure 7.2 Upper limits on the dark matter line intensities normalized by their column

densities corresponding to the ratio of dark matter decay rates and their masses. We

assumed that the column density for this work was 50.75 M⊙ pc−3 from the rotation

curve. The LEE corrected and uncorrected 3σ upper limits are indicated by the black

dashed and dotted lines. The LEE corrected 3σ statistical + systematic upper limit are

represented by the black solid line. The typical 3σ upper limit by previous works (LEE

uncorrected; Boyarsky et al., 2012) is indicated by the red line. The possible 3.5 keV

line (Bulbul et al., 2014; Boyarsky et al., 2014) are plotted by the blue and magenta

crosses.

7.4 Constraints for sterile neutrinos as dark matter

candidates

Sterile neutrinos are possible candidates of dark matter described in Chapter 2. Through

their mixing with the active neutrinos, the sterile neutrino possibly decay into an active

neutrino and a photon whose energy is half of the sterile neutrino mass. If the sterile

neutrinos account for a part of (or all) dark matter, we have potential to detect these

photons. From Eq.2.1 in Chapter 2 and Eq.3.1 in Chapter 3, the line intensity of their

radiative decay (I = F/Ω) is

I = 1.3× 10−5
( ms

1 keV

)4
(
sin2 2θ

10−10

)(
fs
1

)(
SDM

102M⊙pc−2

)
photons cm−2 s−1 sr−1, (7.1)

where fs is a fraction of νs in dark matter. With Eq.7.1, we obtained the constraints on their

masses and mixing angles as shown in Figures 7.3 and 7.4. It is also the tightest constraints

of all the sterile neutrino line search.

2.4 Sterile neutrinos as dark matter candidates 7

2.4 Sterile neutrinos as dark matter candidates

Recently, the sterile neutrinos as dark matter candidates attract a lot of attention. They

are hypothetical particles beyond the Standard Model which have right-handed chirality

while the ordinary neutrinos (electron-, mu- and tau-neutrino; hereafter active neutrinos)

have left-handed chirality and interact only gravitationally and weakly with the active neu-

trinos. They could be sufficiently generated in the early Universe through given mechanisms

(Dodelson & Widrow, 1994; Shi & Fuller, 1999; Kusenko, 2006; Shaposhnikov & Tkachev,

2006; Petraki & Kusenko, 2008). The relic sterile neutrino abundance from scattering-

induced conversion of the active neutrinos was first analytically estimated by Dodelson &

Widrow (1994) and able to account for all of dark matter. The model containing the sterile

neutrinos (neutrino Minimal Standard Model; νMSM) is strongly motivated by the neutrino

flavor oscillation (non-zero masses and mixing of the active neutrinos) which is supported

by the atmospheric neutrino evidence of the Super-Kamiokande (Fukuda et al., 1998), the

baryon asymmetry of the Universe and other curious things beyond the Standard Model

(e.g. Asaka & Shaposhnikov, 2005; Asaka et al., 2005). Moreover, introducing the sterile

neutrinos may also help to explain several observed phenomena: the pulsar kicks (Kusenko

& Segrè, 1997; Fuller et al., 2003; Kusenko, 2004; Kusenko et al., 2008), the fast growth

of black holes (Munyaneza & Biermann, 2005, 2006) and the enhanced molecular hydrogen

production associated with the early star formation (Biermann & Kusenko, 2006; Stasielak

et al., 2007). A keV-mass sterile neutrino is a WDM candidate (e.g. Abazajian et al., 2001a).

It resolves several inconsistencies between the predictions of the CDM model and the obser-

vational results such as the shape and smoothness of dark matter halos (Goerdt et al., 2006;

Gilmore et al., 2007; Wyse & Gilmore, 2008; Lovell et al., 2014).

The flavor oscillation between the sterile neutrino and the active neutrinos (or radiative

decay) is predicted (Figure 2.1) although its mixing angle may be really small. On this

occasion, a photon with the energy E = ms/2 is emitted (ms is a sterile neutrino mass).

Since the keV-mass sterile neutrino should decay and produce a keV X-ray photon, a search

for this radiative decay line emission in the X-ray range is meaningful. The decay rate (Γ),

the inverse of their lifetime, is written as

Γ =
9αGF

2

1024π2
ms

5 sin2 2θ

= 1.4× 10−32
( ms

1 keV

)5
(
sin2 2θ

10−10

)
s−1, (2.1)

where α is the fine-structure constant, GF is the Fermi constant and θ is a sterile neutrino

mixing angle (Pal & Wolfenstein, 1982). Its line flux is proportional to Γ (detailed in Chapter

3). Thus, astrophysical X-ray observations give constraints on parameters of their masses

and mixing angles. Figure 2.2 shows their constraints by previous works. Since the remaining

parameter space is not so large, the search for radiative decay line emission of the sterile
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Future prospects with Astro-H 
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Astro-H SXS Suzaku XIS

ΔE (eV) <7 eV ~ 120 

Area (cm2) ~ 200 320(BI)+3x220 (FI)

Fov(arcmin2) 3x3 18x18

PSF 
(arcmin)

1.2 1.8

Demonstrated bandpass (0.28 – >20 keV) 

10 Astro-H SWG                           March 2, 2015 

Teflon MXS 

Rotating target source 



SXS case study 
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SXS: FOV is small, and blank sky data with 
large exposure time will not feasible.  
M31 will be the best target.

~3σ of this study (Suzaku)



Summary and Conclusion 

✓ To search X-ray signature from DM, we select the 
archival data of the soft X-ray background by Suzaku, 
as the current best method.  

✓ In total 187 Suzaku observation with 31.5 Msec 
exposure between 2005 and 2013 are analyzed. 

✓ We set the upper limits for keV-region DM with very 
careful study and LEE correction.  

✓ It is possible to search deeply above 2 keV with M31 
observation by Astro-H in future (but coming soon !)
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See Tamura et al. PASJ, 67, 23 (2015) (arXiv:1412.1869)  
  & Sekiya et al. (arXiv:1504.02826) 


